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ABSTRACT 

The probability of accurate detection and quantification of airborne species is 

enhanced when several optical wavelengths are used to measure the differential 

absorption of molecular spectral features.  Characterization of minor atmospheric 

constituents, biological hazards, and chemical plumes containing multiple species is 

difficult when using current approaches because of weak signatures and the use of a 

limited number of wavelengths used for identification.  Current broadband systems 

such as Differential Optical Absorption Spectroscopy (DOAS) have either limitations 

for long-range propagation, or require transmitter power levels that are unsafe for 

operation in urban environments.  Passive hyperspectral imaging systems that utilize 

absorption of solar scatter at visible and infrared wavelengths, or use absorption of  

background thermal emission, have been employed routinely for detection of airborne 

chemical species.  Passive approaches have operational limitations at various ranges, 

or under adverse atmospheric conditions because the source intensity and spectrum is 

often an unknown variable.  

The work presented here describes a measurement approach that uses a known 

source of a low transmitted power level for an active system, while retaining the 

benefits of broadband and extremely long-path absorption operations.  An optimized 

passive imaging system also is described that operates in the 3 to 4 μm window of the 

mid-infrared. Such active and passive instruments can be configured to optimize the 

detection of several hydrocarbon gases, as well as many other species of interest. 

Measurements have provided the incentive to develop algorithms for the 

calculations of atmospheric species concentrations using multiple wavelengths.  
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These algorithms are used to prepare simulations and make comparisons with 

experimental results from absorption data of a supercontinuum laser source.  The 

MODTRAN  model is used in preparing the simulations, and also in developing 

additional algorithms to select filters for use with a MWIR (midwave infrared) imager 

for detection of plumes of methane, propane, gasoline vapor, and diesel vapor.  These 

simulations were prepared for system designs operating on a down-looking airborne 

platform.  A data analysis algorithm for use with a hydrocarbon imaging system 

extracts regions of interest from the field-of-view for further analysis. 

T

TM

An error analysis is presented for a scanning DAS (Differential Absorption 

Spectroscopy) lidar system operating from an airborne platform that uses signals 

scattered from topographical targets.  The analysis is built into a simulation program 

for testing real-time data processing approaches, and to gauge the effects on 

measurements of path column concentration due to ground reflectivity variations. An 

example simulation provides a description of the data expected for methane. 

  

Several accomplishments of this research include: 

1) A new lidar technique for detection and measurement of concentrations of 

atmospheric species is demonstrated that uses a low-power supercontinuum 

source. 

2) A new multi-wavelength algorithm, which demonstrates excellent 

performance, is applied to processing spectroscopic data collected by a long-

path supercontinuum laser absorption instrument.   
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3) A simulation program for topographical scattering of a scanning DAS system 

is developed, and it is validated with aircraft data from the ITT Industries 

ANGEL (Airborne Natural Gas Emission Lidar) 3-λ lidar system. 

4) An error analysis procedure for DAS is developed, and is applied to 

measurements and simulations for an airborne platform. 

5) A method for filter selection is developed and tested for use with an infrared 

imager that optimizes the detection for various hydrocarbons that absorb in 

the midwave infrared.  

6) The development of a Fourier analysis algorithm is described that allows a 

user to rapidly separate hydrocarbon plumes from the background features in 

the field of view of an imaging system. 
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CHAPTER 1 
Introduction 

 
 Accurate measurements of the concentration of atmospheric species are 

critical for understanding many important aspects of the Earth’s atmospheric 

chemistry.  Analysis of this chemistry on a global perspective provides the framework 

for studies of air quality, monitoring of industrial pollution, and understanding the 

optical properties of artic haze, dust storms and volcanic eruptions [ESA, 2004].  

Measurement and monitoring of the atmospheric trace species has been and will 

continue to be important in the efforts to reduce releases of ozone-destroying 

compounds.  Furthermore, advanced monitoring systems can help gauge the effects of 

atmospheric pollutant levels on the magnitude of the planetary climate changes due to 

the greenhouse effect.  An accurate understanding of atmospheric chemistry will help 

to determine mankind’s effects on the depletion of the polar ice caps and the sea ice 

area which has decreased on the order of 1 to 3 million km2, when compared with the 

area during 1978-87 period [Sreenivasan and Majumdar, 2006].   

Simultaneous measurements of many airborne species are extremely 

important for studies of atmospheric chemistry, and hence current space-based 

measurements are as spectrally broadband as possible [ESA, 2004].  Newly 

developing technologies provide several options for the measurements of various 

species and particularly those atmospheric species of special interest.  For example, 

the SCHIAMACHY system (space-based) is capable of a variety of atmospheric 

constituent measurements including O3, NO2, BrO, SO2, N2O, CO, using a passive 

hyperspectral optical absorption approach [Weber, et al., 2001].  Similar systems 

utilizing spectrally broadband active or passive techniques further enhance the quality 
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of measurements of atmospheric constituents that aid the development of models, and 

lead to the understanding of important processes. 

The detection of trace levels of various toxic and hazardous chemical species 

is a primary goal for the Department of Defense (DoD) and the Department of 

Homeland Security (DHS) for intercepting terrorist activities.  New techniques and 

advanced capabilities are most important for detection and monitoring many different 

chemicals. 

The focus of this work is to advance the techniques that utilize differential 

absorption for the detection and quantification of atmospheric species using the NIR 

and MWIR regions of the optical spectrum.  We have selected three of the many 

projects active and completed in this research area to report in this thesis.   

 
1.1 Optical Remote Sensing 
 

With any active remote sensing technique, the wavelength of the outgoing 

radiation compared with the size of the scattering particle are the primary factors 

determining scattering cross section, and describing the divergence of the beam of 

radiation [Bohren and Huffman, 1983].  Hence, when utilizing optical wavelengths, 

the size of scattering particles at the molecular level can be studied, compared with 

scattering at radiowave wavelengths, which are useful when studying larger particles 

ranging from μm to mm in size [Ulaby, 1982].  LIDAR, or LIght Detecting And 

Ranging, capitalizes on the response due to scattering of optical electromagnetic 

radiation, therefore using drastically smaller wavelengths compared with RADAR 

(RAdiowave Detection and Ranging).  LIDAR and RADAR systems are 

complementary, and are typically applied for different size targets.  Most designers 

 2 



currently select multi-faceted designs using technologies that span larger ranges of 

the electromagnetic spectrum, or develop systems that combine the capabilities of 

both lidar and radar [Hydea, et al., 2007].   

During the last couple decades, remote sensing using lasers has been shown to 

be the premier method to determine characteristics of the Earth’s environment 

[Measures, 1984].  Optical interactions with scattering particles became widely 

studied following the invention of the laser, and has since spun off many remote 

sensing devices operating in the optical region of the electromagnetic spectrum.   

Lidar measurements began by using single wavelength scattering techniques, 

which were pioneered by Inaba and Kobayashi in the mid-to-late 1960s [Inaba, et al., 

1967], and have continually evolved to expand throughout the optical spectrum.  

More recent instruments are designed to span spectral regions ranging from the far 

infrared [Carlisle, et al., 1995] to the deep ultraviolet [Wu, et al., 2000], depending on 

the requirements of the particular application.  A most recent systems has used a 

spectrally broadband supercontinuum source [Kasparian, et al., 2002] to probe the 

atmosphere with many wavelength channels.  Broadband systems are able to serve as 

multi-objective remote sensing instruments because they offer a large range of data 

products that can be determined independently to describe properties and processes as 

well as characterization of atmospheric species and aerosols.   

 
 
1.2 Motivation and Path for Continued Research 

 This study answers questions regarding the viability of environmental 

monitoring of chemical species through use of broadband and multi-wavelength 

approaches on a local scale.  Measurements of interest in local regions include 
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monitoring of air quality, mapping of industrial pollutants and power plant emissions, 

detection of leaking hydrocarbon transport pipelines, and emergency preparedness 

response in the event of a natural disaster or terrorist actions.   

Current state-of-the-art lidar systems are typically designed for one 

application (e.g. tropospheric Raman lidar measurements [Philbrick, 2003; Philbrick, 

2005], DIAL (DIfferential Absorption Lidar) measurement of hydrocarbons [Stearns, 

et al., 2006; Murdock, et al., 2008]).  These systems require significant hardware 

changes if an alternative species is selected, or if a different wavelength range is 

desired for the investigation.   Broadband laser systems can serve as the source of 

transmitted radiation in an entirely new class of laser remote sensing instruments that 

can make more flexible use of a wide region of the electromagnetic spectrum.  

Spectral measurements by the receiver and detector sub-systems can select multiple 

species within the wavelength ranges of interest for simultaneous measurements.  A 

variety of localized short-range lidar remote sensing applications can be 

accomplished with a single design concept, which ultimately leads to a single set of 

hardware and software algorithms.  Introducing multi-functional systems, which use 

similar hardware and detection science, can also mitigate some of the high 

procurement, overhead, and maintenance costs of lidar systems.  For example, the 

three-wavelength DIAL lidar system operated by ITT’s ANGEL (Airborne Natural 

Gas Emission Lidar) service was originally designed for detection of natural gas leaks 

by flying above pipeline right-of-ways [Grund, et al., 2004; Murdock, et.al., 2008].  

This device is now used for a commercial service that surveys natural gas pipelines 

throughout the country, and provides leak mapping capabilities for many pipeline 
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companies.  Experimental studies with the system have shown the possibility of 

detecting additional hydrocarbons via DIAL measurements using more than two 

wavelengths [Stearns, 2006].  This capability would be further enhanced by 

increasing the number of channels to increase the number of DIAL comparisons 

possible.  A simulation program that carefully models DIAL measurements from an 

airborne platform provides a useful tool that can be used for development of next-

generation systems, similar to ANGEL.  Completion of the development of this 

simulation method is one goal of the present work. 

A second goal of this research is to investigate the capability for making rapid 

measurements of various atmospheric constituents through use of broadband passive 

spectral techniques.   Background Absorption Gas Imaging (BAGI) approaches 

provide a real-time mechanism to observe hydrocarbon plumes within the field of 

view of an imager.  Various groups have been successful in the real-time imaging of 

hydrocarbon gas plumes by utilizing absorption spectra and low-power transmitters in 

the NIR to the LWIR  [Cosofret, et al., 2004; Wainner, et al., 2002; Sandsten, et al., 

2004].  The detection of large hydrocarbon leaks from an airborne platform can be 

enhanced by using a passive system, and it has benefits in terms of cost and 

operational complexity.  A passive system using two separate wavelength bands to 

optimize the detection and imaging of gas plumes has been demonstrated [Cosofret, 

et al., 2004; Powers, et al., 2000].  A commercial system offered by [FLIR, 2006] 

supports the close-range detection of a host of hydrocarbons using a purely passive 

technique, although it is not tunable for specific targets of interest.  We have 

developed and present a solution methodology for individual detection of various 

 5 



hydrocarbon species that absorb in the midwave infrared.  An approach is developed 

for selecting a hydrocarbon-specific band-pass filter, optimizes performance when a 

passive system is operated on an airborne sensor platform.  A data processing 

technique is also devised that is capable of autonomously detecting pixel regions of 

suspected hydrocarbon plumes. 

A third (and primary) goal of this work is to investigate and demonstrate 

improved detection of species, and determination of species concentrations using 

broadband, multi-wavelength approaches.  Error calculations from path absorption 

measurements and simulations are combined with the knowledge developed in this 

work relative to infrared broadband absorption to create a new multi-wavelength 

long-path absorption measurement technique.  Long-path absorption increases 

performance by improving both the lower detection limit and the temporal resolution, 

when compared to differential absorption systems that depend on atmospheric 

backscattering.  One class of systems using long path absorption geometry has been 

demonstrated by several research groups [Platt and Perner, 1983; Povey, et al., 1998; 

South, et al., 1998].  These systems employ xenon arc lamps as a source of broadband 

radiation, and can typically function at ranges of a few hundred meters to kilometers; 

however, they have limitations in terms of controlling the transmitted beam due to the 

difficulty of collimating lamp sources [Platt, 1994].  Other approaches [Kasparian, et 

al., 2002] transmit ultra-high energy pulses (terawatt) into the atmosphere that are 

then focused to create a plasma that generates a supercontinuum spectra at a remote 

location.  Absorption studies are then performed with a large 1-m telescope at the 

transmitter location [Méjean, et al., 2003].  The approach that are developing uses a 

 6 



low power fiber optically coupled supercontinuum source to make measurements of 

atmospheric constituents using long path absorption geometries [Brown, et al., 2008].  

Reduction of the transmitted peak power requirement by nearly nine orders of 

magnitude, in comparison with other supercontinuum source approaches [Méjean, et 

al., 2003], provides a new technology to use in urban-type applications where eye-

safety is a major concern.  Until now, the algorithms required to analyze collected 

data containing one or more absorbing chemical species have not been examined by 

the research community for robustness, accuracy, and applicability to supercontinuum 

long path absorption datasets.  Such an algorithm has been developed and tested by 

comparing multiple species measurements with simulations in this dissertation.  The 

Supercontinuum Absorption Spectroscopy (SAS) system developed also uses the 

algorithm to calculate concentration path length of ambient oxygen and water vapor 

for experimental test cases. 

 

1.3 Outline of Research Accomplishments and Hypotheses 

This section outlines the work which has been undertaken and the hypotheses 

examined.  The primary accomplishments of the research are as follows: 

1) An error analysis procedure for Differential Absorption Spectroscopy (DAS) 

measurements is developed and is shown to be applicable to an airborne 

platform. 

2) An approach for selecting a filter for use with an infrared imager is developed 

and tested to optimize the detection for various hydrocarbons that absorb in 

the midwave infrared. 
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3) An approach to detect and measure the concentration of atmospheric species 

is demonstrated that uses a low power supercontinuum source. 

 

The main hypotheses that have been investigated are: 

1) Laser beam overlap functions and atmospheric background concentrations of 

interfering species affect the baseline sensitivity for differential absorption 

spectroscopy, particularly when using topographic targets from an airborne 

platform. 

2) Passive imaging of a scene, with absorbing hydrocarbon vapors present, can 

be used to detect and characterize the species when solar scatter, atmospheric 

conditions, and filter selection are properly considered in the analysis. 

3) Supercontinuum Absorption Spectroscopy provides new capabilities for 

rapid, highly accurate, and reliable measurement of atmospheric species. 
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CHAPTER 2 
Scientific Background 

 
The interpretation of signals from electromagnetic radiation scattered by 

random media of the atmosphere may require analysis procedures associated with 

Mie particle scattering, Rayleigh scattering, Raman scattering, molecular 

fluorescence, or absorption.  The following chapter describes the processes of 

scattering and absorption, and reviews the scientific background that supports 

applications using absorption properties for remote sensing. 

 

2.1 Scattering and Absorption Mechanisms 

Rayleigh scattering refers to the regime where the scatterer is much smaller in 

physical size than the laser wavelength being used for characterization (typically 

a<0.1λ); the cross section increases by the sixth power of the size and the fourth 

power of the frequency for these small particles [Young, 1981].  Rayleigh and Mie 

scattering processes are referred to as elastic scattering, because the impinging 

radiation transfers no significant energy during the interaction with the particle.   

Mie scattering in particular refers to calculations of scattering from spherical 

particle with sizes that are comparable or larger the wavelength (a > λ/10).  

Calculation of cross-section for these larger particles are generally a more complex 

function of wavelength and has no closed form solution [Bohren and Huffman, 1983, 

Mishchenko, et al., 1997].   

Raman scattering involves an energy transfer between the radiation field and 

the particle.  The Raman scattered photons provide a unique signature in the spectra 

of scattered radiation because of a wavelength shift corresponding to the energy states 
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of the molecule, and it uniquely identifies the molecular properties of the scatterer.  

This well known process is used in Raman lidar systems like the Penn State 

University LAPS (Lidar Atmospheric Profile Sensor) unit [Philbrick, 2003].  Energy 

is imparted to or taken from the scattering particles during Raman scattering, and 

therefore it is classed as an inelastic scattering process.   

The process of absorption, as its name implies, is the mechanism that 

describes the extraction of energy from the radiation field by coupling the energy to a 

molecule, and results in excitation of molecular and electron energy levels (vibrations 

rotation, fluorescence, etc.)  Consequently, a molecule with many different 

vibrational modes has the possibility of excitation of vibration to absorb energy at 

many different frequencies. 

Unlike pure rotational spectra where the molecule must have a permanent 

dipole moment, infrared absorption spectra arises when a changing dipole moment in 

the molecule is created due to an asymmetrical stretch or vibration.  For example, 

bonds in symmetric N2 and H2 molecules are not infrared active because stretching, 

bending, or other dynamic movement does not change the dipole moment of the 

molecule.  An asymmetric molecule with many dynamical modes widens the 

possibility of the number of frequencies that may appear in the wavelength response 

of the absorption spectra.  Depending on the type and number of possible 

intermolecular motions, the response can create widely spaced absorption features 

like those in methane, or finely structured absorption bands like those in propane that 

are observed in the 3-5 μm window of the midwave infrared spectrum.  The gross 

selection rule as outlined by Atkins [1990] for infrared activity is that these 
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vibrational motions must correspond to a normal vibrational mode of the molecule.  

A normal mode is defined as a synchronous motion of atoms or groups of atoms that 

may be excited without leading to any further excitation. Symmetrical molecular 

vibrations or “molecular breathing” will not create a changing dipole moment and are 

thus infrared inactive [Atkins, 1990].  Another example, the symmetrical stretch of 

CO2, will not create a changing dipole moment, and hence is not infrared active 

(Figure 2.1a, left).  An asymmetrical stretch (Figure 2.1b, right), however, will 

generate an unbalanced stretch of the molecule, change the dipole moment, and create 

spectral components of absorption corresponding to the frequencies of the vibrational 

stretch.  Water will seldom experience a symmetrical stretch due to the permanent 

dipole moment of the water molecule, and many modes will be infrared active as 

shown in Figure 2.1(b).   

    
(a)           (b) 

Figure 2.1: (a) Symmetrical (left) and asymmetrical stretches for CO2 (right), 
and (b) Possible stretching methods for H2O, all infrared active [Atkins, 1990].  

 

This simple qualitative reasoning explains the large absorption bands of water 

vapor throughout the infrared from 2.5 to 20 μm.  These bands are so strong that 

overtones are observed through the near infrared region.  Water vapor absorption 

bands are of particular interest for any remote sensing application in the infrared; the 

strong absorption bands coupled with the high variability of atmospheric water vapor 
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drastically reduces optical transmission in several wavelength bands.  Spectral 

transmission and radiance models can be used to quantify the effects of water on 

system operations when water vapor is not the species of interest. 

Figure 2.2 depicts some of the most common bonds and associated 

wavelength regions where covalent bonding (single, double, and triple) common in 

molecular species yields absorption spectra in midwave infrared (MWIR) and 

longwave infrared (LWIR).   

 
Figure 2.2: Absorption regions of the infrared are indicated for several typical 
bonding structures.  The colors define approximate regions in wavelength and 
wavenumber that exhibit absorption structure due to the bonds shown 
[Philbrick, et al., 2006]. 
 

All of the primary absorption features occur at energies less than the strongest 

hydrogen bond at 4160 cm-1 (about 2.4 μm) [Weast, et al., 1987].  The chemical 

uniqueness of various chemical species possessing different types of the single bond 

structures is recognized in the labeling of the 7 to 16 μm  range as the “fingerprint” 

region.  Exploiting the spectral characteristics in this infrared absorption region of the 

spectrum is a focus for detection of various classes of chemicals that make up 
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dangerous or harmful compounds.  The unique energy states of the various molecular 

species allow sorting in cases where multiple species spectra are overlapped.   

 

2.2 Remote Sensing Using Absorption Properties 

There are many techniques that can be used to measure the atmospheric 

concentrations of gaseous species.  Classically, the difference in energy received from 

atmospheric backscatter at two wavelengths, one online of an absorption feature and 

one offline, is used in DIAL lidar systems to measure species concentration of a 

particular atmospheric constituent.  Two lasers are normally operated with one 

wavelength online on an absorption feature and one wavelength offline.  

Alternatively, a tunable laser may be used to select the specific online and offline 

wavelengths in a region with minimal background absorption from other species.    

The atmospheric backscatter signals from pulsed lasers scattered from aerosols and 

molecules at both wavelengths are used to range-resolve the differential absorption 

measurements along increments of the beam path.  Thus, the range determined from 

time delay of the signals pinpoints the location along the beam where a chemical 

species is present.  Limitations are imposed on this approach is by necessity of 

detecting scattering from aerosol particles within each range bin.  Because the 

sensitivity and resolution of technique relies on differentiating the backscatter signals, 

more integration time is needed for each more distant range bin to attain useable 

values of signal to noise ratio.  The major limits on the accuracy of the DIAL 

technique are associated with the precision in the matching of the wavelength 

dependence of the laser and line shape with the absorption feature.  Other limitations 
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require that the online and offline wavelengths be close to each other to ensure that 

atmospheric scatter and the hard target backscatter are similar for both wavelengths.  

Furthermore, the two wavelengths used to perform the DIAL comparison must 

interact with the same atmospheric volumes at nearly the same time to freeze 

atmospheric turbulence effects. 

Alternative approaches may use the full path between a laser and a target to 

measure absorption, with sacrifice of the range resolution property; however this 

approach has distinct advantages for detecting trace levels of concentrations of 

species in the atmosphere.  A set of path absorption measurements mapped through 

the atmospheric volume of interest, combined with tomographic data processing 

routines, can be used to restore a degree of range resolution over a target area 

[Hashmonay and Yost, 1999].  Hazardous vapor plume mapping, and applications 

which locate fugitive vapor sources are possible using this technique. 

 

2.2.1 DIAL Systems 

Differential Absorption Lidar (DIAL) approaches have been used in the 

research community for years to detect and measure the concentration of a specific 

chemical species [Inaba, 1976].   Baumgarter and Byer, for example, were successful 

in many measurements of atmospheric pollutants in the late 1970’s using this 

approach [Baumgarter and Byer, 1978].  Their work primarily focused on the remote 

detection of SO2 and CH4.  They were successful in detecting atmospheric 

background levels of CH4 over a 5.4 km path length, and observed SO2 levels slightly 

above 100 ppm [Baumgarter and Byer, 1978].  Later research demonstrated 
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measurements of SF6 in the 1990s, as well as several other species using high energy 

CO2 laser technology [Carlisle, et al., 1995].  These systems transmitted a beam 

horizontally and used scattering from hard target surfaces, or retroreflectors to make 

column content measurements.  Since the 1990s, tunable laser technology has 

advanced dramatically, leading to investigations using midwave infrared tunable 

lasers by Weibring et al. [2004].  A newly developed fast-switching, frequency-agile 

optical parametric oscillator (OPO) lidar transmitter was used to measure 

concentrations in areas of planned releases of methane, ethane, propane, and butane 

from a distance of 50 m.  They demonstrated the idea of a multi-wavelength lidar 

system with multivariate analyzing techniques can be used for measuring 

hydrocarbon gas mixtures.  Although their system operated as designed, it was 

difficult to determine individual hydrocarbon concentrations when several species 

were simultaneously present due to the limited number of wavelength comparisons.  

This difficulty was further increased in the case of species with significant spectral 

overlap [Weibring, et al., 2004].  

 

2.2.2 DOAS Systems 

Approaches published by Platt et al. [1979] and other groups have focused on 

an alternative type of differential absorption instruments using incoherent sources and 

are referred to as Differential Optical Absorption Spectroscopy (DOAS).  The typical 

incoherent transmitters in these instruments are Xenon arc lamps, and these DOAS 

instruments can perform well for monostatic measurements of a range of chemical 

species.  Some of the most interesting experiments with this technology are double-
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ended measurements carried out by Platt and Perner [1983], where the transmitter and 

receiver are located at opposite ends of a kilometer length path.  The urban 

measurement example, presented by Platt and Perner [1983], used a collimated high 

pressure xenon arc lamp (Osram XBO 450 W) coupled with a telescope receiver at 

opposite ends of the open atmospheric path.  At kilometer ranges, the transmitted 

light was received by a parabolic mirror (30 cm diameter, 60 cm focal length) 

telescope.  The collected signal is focused into a spectrograph with a 550 grooves/mm 

grating, and the signal is integrated for 2 to 5-minutes.  Measurements of O3, NO2, 

HCHO, HONO, H2O, NO3, SO2, BrO, IO, OIO, and several aromatic hydrocarbons 

were successfully demonstrated using the DOAS technique at concentrations in the 

ppm to ppt range [Platt and Perner, 1983].  Although it is possible to use this 

approach over hundreds of meters to a kilometer range, differential absorption 

measurements over longer ranges require the spatial coherence of the source to form 

well defined beams.  Other issues such as light pollution, optical efficiency, and long 

detector integration times are additional factors that degrade the system performance 

when using incoherent sources.  

Atmospheric and optical transmission associated with aerosol scattering 

effects varies relatively smoothly with wavelength in the NIR and MWIR; however, 

the typical target absorption spectra of the species measured in these regions are 

highly structured.  Therefore, slowly varying characteristics as a function of 

wavelength due to transmission and scattering effects can be generally compensated 

for by implementing a high frequency pass filter.  Typical DOAS data analysis begins 

by applying a high pass filter to raw experimental data to create a normalized 
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spectrum of absorption [South, et al., 1998].  To process the broadband spectrum for 

measurements of one (or multiple species), a weighted sum of squares of the 

difference between the calculated absorption, iσ , and observed optical depths is used 

to determine the best agreement [Patty, et al., 1974].  The general procedure entails 

the following steps [South, et al., 1998]:   

1) Using a high resolution spectrum of the target, calculate the expected 

transmission, , FIT
iT

2) Smooth the  spectrum according to the instrument spectral width, , 

used to perform the experiment, and arrive at the weighted fit of the 

differential optical depth ( ) spectrum,  

FIT
iT w

FIT
iDOD

3) Use the resulting spectrum with an initial estimate of the species 

concentration to determine .   2
iχ
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2χ   [Povey, et al., 1998]  [2.1] 

 

Precise adjustment of the wavelength resolution, so that the theoretical spectrum 

matches the experimental dataset, is important for the analysis, and greatly affects the 

ultimate conclusion of the least square fitting.  Simulating the magnitude and width of 

the spectral peaks depends upon factors such as the instrument resolution, 

temperature, and pressure collision broadening effects to calculate the strength of the 

absorption features expected in the experimental data.  All of the parameters 
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influencing the calculated spectra must be included to correctly perform the DOAS 

analysis technique [South, et al., 1998].  Furthermore, intelligent variation in the 

concentration of the target species is necessary to ensure that  is fully minimized.  

Povey has shown, for example, that it is possible to independently detect and measure 

the concentrations of N

2
iχ

3O and H2O in their region of slightly overlapping spectra, 650 

to 670 nm range, by using a tunable Spectron SL4000B dye chemical laser pumped 

by the Nd:YAG second harmonic of 1064 nm [Povey, et al., 1998].  Additionally, 

Platt has demonstrated detection of many trace species by using a XeHe lamp as a 

source of broadband radiation in the UV-VIS range of the spectrum [Platt, 1994].   

The techniques developed in the present work expand on path absorption 

using lamps by employing a supercontinuum laser source for the broadband radiation.  

Our approach removes the limitations imposed by the wavelength scanning dye laser, 

and the lack of spatial coherence of the XeHe lamp.  Furthermore, the algorithm we 

developed expands the ability of broadband systems to detect trace species by 

capitalizing on multiple wavelength maximum likelihood estimation routines. 

 

2.2.3 BAGI Systems 

While DIAL and DOAS measurements have demonstrated good performance 

in identifying gases and measuring their concentrations, the elapsed time between 

measurement and reporting is typically longer than that required for a real-time data 

product in many applications.  An often adopted alternative approach is a real-time 

technique, denoted as Backscatter Absorption Gas Imaging (BAGI).  Although this 

method is mostly qualitative in nature and is best suited for close range at high 

 18 



concentrations, the approach permits display of results in a real-time, or a near real-

time.  This gas visualization method provides a capability for detection that requires 

less calibration and measurement precision than conventional sensors because it 

conveys information as a relative contrast among intensities in an image, rather than 

absolute concentration values [McRae and Kulp, 1993; Cosofret, et al., 2004].  

Quantitative measurement of a target gas plume concentrations from imaging can be 

undertaken, but it requires two parameters:  

1) adequate background source (or plume emission) signature (and knowledge 

of the optical scattering and thermal environment for the region of the 

plume and the background) 

2) infrared camera system with sensitivity and sufficient dynamic range to 

provide usable contrast for a linear response in the measurement range.   

Detection performance depends on using a filter selection that balances the absorbing 

and non-absorbing contributions to the performance curve.  Figure 2.3 shows the 

addition of bandpass filters to a LWIR camera that include and exclude a major 

absorption feature in the spectrum of a target species of interest.   

 
Figure 2.3:  Example of filter selection for detection of vapor spectrum for SF6 
via the BAGI technique [Althouse and Chang, 1995]. 
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If a target species is encountered in the field of view, then the absorption will 

appear as “black smoke” due to less energy being returned to the camera from an 

emitting warm background.  The magnitude of this absorption can describe the 

approximate concentration of the target gas, based on correctly inferred strength of 

the emission of the background source.   

The work of FLIR Systems Inc. [2006] demonstrates that it is possible to use 

the surface of the Earth as the backscatter source in detection of hydrocarbon plumes.  

Simulations via MODTRANTM have shown, however, that detection probability is 

highly dependent on atmospheric conditions, particularly at increased ranges.  An 

active BAGI technique, using a laser source, has been demonstrated in various 

regions of the visible and infrared spectrum to be far more robust for determining the 

concentration of the target gas species of interest. The tuning ranges of the dye lasers 

and OPOs available are limited, and the reduced effective ranges of broadband light 

sources tend to limit the performance.  An example of this technique for detection of 

a large leak in near real-time, is shown in Figure 2.4. 

 

 
 

Figure 2.4: Image enhancement by differential absorption; (a) and (b) show 
images captured with the OPO idler frequency both online and offline of the 
methane absorption feature. The difference between these images (i.e., the 
methane plume) is shown in (c). Finally, color is applied to (c) that is then 
superimposed upon (b) to generate (d) [Stothard, et al., 2004]. 
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Using similar imaging techniques of a purely passive nature, we have 

developed approaches that enhance leak analysis reporting of the ITT ANGEL 

service via real time imaging of the larger high concentration hazardous hydrocarbon 

plumes.  The combination of airborne real time imaging of large hydrocarbon plumes 

with the data from the 3-λ lidar sensor enhances overall performance for a range of 

species and concentrations when scanning a large spatial area.  Although the system 

will not provide precise measurement of the magnitude of the leak, it will scan the 

area to find plumes of larger size.  This upgrade to the system will assist in 

identifying targets for more detailed analysis by the ANGEL active remote sensing 

techniques.  The instrument is comparable to the FLIR GasfindIR, although with 

improved sensitivity and tenability; it is capable of imaging from an airborne 

platform.  The sensor is based on modifications to an existing Merlin MWIR camera, 

which is used for ANGEL far field beam alignment.  Chapters 4 and 5 report on the 

theoretical study in reference to this work, and suggest a recommended approach for 

modifying the Merlin MWIR camera.  Chapter 6 reports on our calibrations, tests, and 

data processing algorithms developed to evaluate the performance of the system 

during a range of tripod tests. 

 

2.2.4 Another Approach: Terawatt Broadband Lasers 

A femtosecond lidar system with terawatt intensity was developed in a joint 

research venture between French, Swiss, and German universities [Méjean, et al., 

2003; Wille, et al., 2002].  This system represents another method that uses a totally 

different lamp source for remote sensing instruments, and still preserves the 
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advantages of broadband operations at long range.  This sensor, referred to as 

“Teramobile,” uses ultra-short high energy laser pulses to generate a plasma 

discharge witch serves as a source to probe the atmosphere for various species and for 

aerosol studies [Bourayou, et al., 2005].  A supercontinuum is generated from the 

plasma, created by focusing at a predetermined range; this “white light” source is 

used to observe the differential absorption of many atmospheric species along a path 

between the focused region, at several kilometers range, and the detector.  The 

atmospheric white light source, or supercontinuum spectrum, used for the Teramobile 

absorption approach is generated by focusing high energy laser pulses to extremely 

high energy density by using a slightly concave exit mirror.  The mechanism thus 

creates very large localized electric fields within the path of the transmitted laser and 

results in a host of nonlinear effects (four-wave mixing, self-phase modulation, self-

steepening, pulse splitting) that cause broadening of the pulse over a wavelength 

interval.  The signals containing the spectrum of the absorption along the path are 

then collected with a telescope on the ground.  This system is fit into a modified 

cargo trailer, and it features 5 TW of transmitted peak power from pulses at 10 Hz 

rate are 70 fs in duration at 350 mJ per pulse [Kasparian, et al., 2003].  The useful 

path for operation of the instrument is adjustable from hundreds of meters, up to 

several kilometers in altitude, although this requires significant hardware 

modifications.  The mobile laboratory provides the necessary infrastructure for the 

fieldable laser system, including transmitting and receiving optics, and detection 

electronics for lidar measurements.  The receiving telescope is connected to an 

Echelle spectrometer that records the spectra over wide spectral regions at a 0.1 Å 
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resolution [Kasparian, et al., 2003]. The system is largely monostatic, and has been 

used for a variety of demonstrations including a measurement of a broad atmospheric 

transmission spectrum (bandwidth of 240 nm centered at 808 nm), between the 

surface and the bottom of a haze layer at 4.5 km altitude.  A large wavelength region 

is available for analysis; it uses the peaks in the spectrum of oxygen and its known 

concentration to calculate the temperature of the atmosphere, and determine the water 

vapor concentration.  The temperature and water vapor measurements provide a 

relative humidity value for the atmosphere averaged over the path.  This type of 

analysis demonstrates the importance of simultaneous multi-component 

measurements for remote sensing applications in the atmosphere.   

Disadvantages of this approach stem from the difficulty in controlling the 

supercontinuum intensity, wavelength stability, location of the source breakdown 

region, and safety considerations in using such a laser in the open atmosphere.  The 

varying atmospheric nonlinear effects introduced in the focused source region cause 

the spectrum to change with time during data collection.  Additionally, as the name 

suggests, the transmitted peak power per pulse is at terawatt levels – too dangerous 

for any type of urban measurement applications. 

Other approaches have been able to generate a supercontinuum (via 

femtosecond lasers) within a cell to perform atmospheric characterizations of aerosols 

[Galvez, et al., 2002].  Using localized cells to generate a supercontinuum introduces 

more control into the generation process.  These advantages in control are important 

for making time sequence measurements of atmospheric phenomena, and are similar 
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to those characteristics demonstrated when generating supercontinuum spectra in 

photonic crystal fibers [Wadsworth, et al., 2002]. 

 

2.3 Summary 

The extremely broad spectral bandwidth of supercontinuum white light can be 

used to enhance detection and discrimination of various targets and interferents by 

proper filtering in various absorption bands.  By providing an avenue to compare 

multiple wavelength ranges on a per pulse (and hence time-step) basis, the resolution 

of the imaging sequence can be increased. Additionally, the supercontinuum source 

can be used to take differential images of the scene using a combination of detector 

and filter technologies similar to the technique outlined by [Stothard, et al., 2004], but 

with a broader wavelength range than that which has been demonstrated. 
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CHAPTER 3 
Differential Absorption Remote Sensing 

 
To examine multi-wavelength differential absorption approaches, a detailed 

understanding of the common features of classical differential absorption approaches 

is necessary.  The following sections review various remote detection schemes when 

employing the differential absorption methodology, and cite parameters that are most 

important for determining the measurement error.  A novel measurement technique 

described in Chapters 6 and 7 incorporates the error reduction considerations outlined 

below. 

 

3.1 Remote Measurement of Differential Absorption  

The DIAL (DIfferential Absorption Lidar) method utilizes two observation 

wavelengths, one on the absorption feature of a given molecular species and one 

slightly off this absorption feature. Originally pioneered by Schotland [1965], DIAL 

analysis assumes that a pair of DIAL wavelengths are sufficiently close in wavelength 

that the effects of backscattering are the same at both the online and offline 

wavelengths.  Additionally, it is assumed that the instrument response is relatively 

constant as a function of wavelength, and hence contributes minimum offset to the 

measurement [South, et al., 1998].   The two DIAL wavelengths are selected for 

analysis of a particular absorption feature of a given species, and the ratio of the 

online to the offline signal measured is in proportion to the number of molecules of 

the absorbing species.  

The DIAL signal attenuation, which is normalized by using the ratio of the 

online to offline returns and relative power at the two wavelengths, can be used along 
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with the Beer-Lambert law to calculate the concentration of the species number 

density.  In the case of a range resolved system, such as classical DIAL lidar, the 

change in fraction of the returning energy scattered back from the atmosphere due to 

the scattering by atmospheric aerosols and molecules in each segment of the path is 

associated with a time interval.  The interaction distance of the beam when signal 

intensity is measured is defined by the length of this range bin (laser pulse length in 

time), or the bin width (detector integration time) whichever is larger.   Path 

integrated measurements use Differential Absorption and Spectroscopy (DAS), 

sometimes called Long Path Absorption (LPA), and use a hard target signal return of 

the scattered energy back to the receiving lidar telescope [Measures, 1984].  DAS 

places a less stringent requirement on system design, particularly transmitted power, 

because topographical targets typically return 103 to 109 more energy to the detector 

than DIAL profiles of atmospheric scatter, typically from aerosols [Measures, 1984].  

The transmitted power requirements reduce even further when retroreflector targets 

can be employed at predetermined locations.  When a high sensitivity measurement is 

required, the DAS method is preferred; range resolution and knowledge of target 

scattering properties are compromised however, because the scattering target is 

usually at a fixed range from the origin of the transmitted pulse [Measures, 1984].  

This technique is often used to observe a plume that only exists over a small range in 

the laser path, although multiple paths through the same medium can be used to 

construct plume mapping models [Price, 1999].  Studies suggest that DAS provides 

the optimum system approach for quick and accurate detection and measurement of a 

species of interest.   
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3.2 DIAL and DAS Equations 

The following relationships describe the characteristics of path absorption 

systems operating in both DIAL and DAS configurations.  The number density 

equation useful for both of the differential absorption cases makes use of the basic 

lidar equation for returned power due to elastic scattering as presented by [Measures, 

1984], 
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where, 

Pout, Prec  are the respective powers [J] transmitted and received per pulse 

at wavelength λ, 

 A  is the area of the receiving telescope [m2], 

 c   is the speed of light [m/s], 

 τL   is the pulse duration period [s], 

 R   is the range to the scattering entity [m], 

ξ (λ) is the total optical efficiency at wavelength λ for all optical 

elements [unitless], 

ξ(R)  is the probability that radiation from range R reaches the 

detector based on geometrical considerations, 

β(λ,R)  is the backscatter cross section per unit volume [m-1] in the 

volume element for the laser wavelength λ, 

κT(R)  is the total attenuation coefficient at wavelength λ at range R 

[m-1]. 

 27 



The DAS measurement for a hard target return begins by expanding the basic 

lidar equation to characterize differential absorption using two lasers and compare the 

energies returned.  The measured return energy from a pulse transmitted on the 

absorption feature and slightly off of it for a species of interest can be described via 

the equations derived from elastic scattering [Measures, 1984], 
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where, 

Eout,on , Erec,on are the respective energies transmitted and received per pulse at 

the online or measurement wavelength [J], 

Eout,off , Erec,off  are the respective energies transmitted and received per pulse 

at the offline or reference wavelength [J], 

 RT   is the range to the topographical scattering target [m], 

ξ (λon) ξ (λoff)  are respectively the total optical efficiency at on and off 

wavelengths λon and λoff, for all optical elements [unitless], 

ξ(RT)  is the probability that radiation from range RT reaches the 

detector based on geometrical considerations, 

 τd   is the detector integration period [s], 

 τL   is the pulse duration period [s], 

 ρs   is the scattering efficiency of the target [unitless], 
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σA(λon), σA(λoff) are the absorption cross sections [m2] for the species of 

interest at the online and offline wavelengths λon and λoff, 

κ(λon,RT), κ(λoff,RT) are the attenuation coefficients of the atmosphere to the 

online and offline wavelengths λon and λoff independent of the 

absorbing species [m-1], 

 N(R)   is the number density of the absorbing species [# m-1 ] and, 

 A   is the area of the receiving telescope [m2]. 

 

The term describing the atmospheric backscatter in the normal DIAL case has 

been replaced with the scattering efficiency of the topographic target.  Additionally, 

there is also a factor of π in the denominator of the equation because the laser 

reflection is assumed to be diffuse in nature and can be modeled as a Lambertian 

emitter.  The ratio of the detector integration time to the pulse length appears in the 

equation to normalize measurements, pulse fragments, and appropriately weight the 

percentage of received energy.  Typically, the detector integration time is long 

enough to capture the entire return pulse, and when this is the case, the detector 

integration time to pulse length ratio can be set to unity [Measures, 1984].  When the 

ratio between the online and offline return energies is formed, many of the variables 

present in both equations can easily be canceled, assuming the transmitted 

wavelengths are spectrally close to each other.  This is also a requirement of the 

classic DIAL approach.  Because the wavelengths are spectrally near each other, they 

are assumed to have the same fraction of scattered intensity from the target, optical 

efficiency through the system, and transmission characteristics through the 
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atmosphere.  When performing differential absorption measurements using returns 

from a topographic target, careful consideration must be given to verify that the 

transmitted online and offline wavelengths have approximately the same target 

reflectance.  Small variations in reflectivity as a function of wavelength can severely 

bias differential absorption concentration results, particularly for those species that 

are low in concentration or have large absorption features in the spectra; most surface 

reflectances vary slowly as a function of wavelength; and it is assumed that the 

wavelengths used in a DIAL pair are spectrally close [Asner and Heidebrecht, 2003].  

The transmitted energy of the two lasers is typically included as a constant ratio in 

front of the equation [Measures, 1984], and is acquired through energy monitors 

during laser operation.  If both beams are transmitting on the same optical axis and 

the classical DIAL conditions are met, then the ratio of the offline return energy to the 

online return energy can be further simplified as, 
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This ratio can be calculated to find the integrated concentration of the absorbing 

species along the path of propagation,  
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where the differential absorption cross section [Measures, 1984] is, 
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The differential absorption cross section is the fundamental quantity in determining 

the concentration of the target gas species.   

The Differential Absorption Spectroscopy (DAS) method uses a hard target 

return to measure the path integrated species concentration based upon the relative 

transmission of the two wavelengths along the path to a target and back to the 

receiving telescope [Measures, 1984].  The typical DAS equation can be applied to 

the ratio of return energies from the topographic target to determine a species 

concentration-path-length (CPL), 
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The DIAL/DAS collection geometry assumes that scattering by aerosols, or 

by the target surface, is essentially the same for both wavelengths; therefore, the 

difference in transmission through the atmosphere only depends on the difference in 

molecular absorption between the two wavelengths by the species of interest.  

Sometimes the measurement will involve measurements of a plume of a gas that is 

also present in the background atmosphere.  Therefore, if there is uniform 

atmospheric background of the species of interest, the final calculated CPL will be 

offset by the background CPL.  The offset, of course, would depend on the path 

length and background concentration. 

 

3.3 Atmospheric Background Considerations for DAS 

When it is desired to measure the CPL of the column containing a species that 

also exists in the atmospheric background, the atmospheric absorption of the selected 

species contribution must be taken into account.  Additionally, in the event that the 
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system is configured to detect a molecular species that does not naturally occur in the 

atmospheric background, then the background atmospheric absorption of any other 

interfering species must still be considered carefully in selection of the online and 

offline wavelengths.  When other interfering molecules are uniformly distributed in 

the background atmosphere, the range to topographic target can be reduced to 

minimize atmospheric signals of the interferent and improve the species CPL 

measurement.  The differential-extinction optical depth of the atmosphere, exclusive 

of the absorption by the molecular species of interest, can be analyzed to examine the 

corrections that should be applied for the interfering species.  The differential 

absorption cross section for the interfering species at the chosen wavelengths, and the 

atmospheric concentration of the interferent CPL are the primary factors influencing 

the measurement, as indicated in the relation for the interferent species differential 

absorption optical depth, 
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For example, if a DIAL wavelength pair is chosen to detect propane using 

wavelengths in the MWIR, the optimum selection would avoid the significant 

methane and water absorption features (interferents) expected in that region.  With 

carefully chosen lines, the contribution of the differential extinction optical depth to 

the final CPL of propane would be negligible.  However, if a DIAL pair is chosen for 

propane measurements, and the methane absorption is also present on one or both of 

the lines, then the differential optical depth provides a method calculating the 
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appropriate propane CPL.  The final equation for target species CPL (Eq. 3.7) can be 

modified to include this absorption in the following equation, 
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and expresses the general form of the DIAL lidar equation, and also can be used for 

error analysis of DAS measurements. 

 

3.4 Error in DAS Analysis 

The previous section shows that the atmospheric effects on the measurement 

and reference beams, κ(λon,RT), κ(λoff,RT), are principal factors in the final analysis 

equation.  Fluctuations in the atmospheric variables, as well as other error sources, 

have been well documented by Shell Research Ltd. and SESL through various 

publications on DIAL lidars [Walmsley and O’Connor, 1998].  Shell Research Ltd. 

and SESL have together operated an infrared DIAL lidar to measure methane, ethane, 

and heavier alkanes; also in 1995, they developed and validated their error 

calculations.  The calculations were completed using the classic DIAL analysis for 

atmospheric backscatter, where minimum return signals drive the key factors in the 

overall signal-to-noise ratio of the system.  Our approach to error calculations 

appropriate for the DAS geometry are now presented for a case where signal levels 

are high, and where a different set of factors influence the errors in the measured 

concentrations. 

The limiting factors in DAS system error calculations are due to the 

fluctuations in the energy of the return signals.  Unlike regular DIAL or Raman lidars, 
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DAS systems do not suffer as much from detection limits, but depend primarily on 

signal-to-noise, or signal-to-background, ratios.  DAS systems have smaller errors 

because they have sufficient signal-to-noise or signal-to-background ratios from the 

strong backscattering of topographical targets, which are the source of the large return 

signals.  The lower detection limit of the DAS instrument depends on the overall 

errors in the returned signals.  Noise and fluctuation in the returned signals are 

governed by several parameters that can be grouped into five significant categories: 

#1. Uncertainty in Energy Measurements - Two main contributors are: 

a. electronic noise (noise from the transmitted or received signals 

associated with the control and detector electronics), 

b. statistical error in the collection of return energy measured by the 

detector system. 

#2. Effects of Ground Reflectivity Variations - The effects of variations in ground 

reflectivity, and systems operating with imperfect far field beam alignment 

and overlap experience measurement errors. 

#3. Uncertainty in the Atmospheric Optical Depth - Uncertainty in the differential 

extinction optical depth for the atmosphere, exclusive of the absorption of the 

species of interest (i.e. absorption by other species or scattering by aerosols), 

can influence the accuracy of the analysis. 

#4. Match of the Online Laser to the Selected Absorption Feature - Variation in 

absorption overlap between the transmitter beam spectrum and the spectral 

absorption structure of the measured species.   
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#5. Additional Atmospheric Interference – Items such as solar radiance, thermal 

radiance, transmission scattering from the path, and absorption by other 

interfering species. 

Some additional error sources that are not yet included in the error analysis are laser 

wavelength jitter, time delay between online and offline measurements (differences 

caused by changes in scattering properties in regions of higher atmospheric 

turbulence), system efficiency, and differences in ground reflectivity as a function of 

wavelength.  The noise floor of the actual system detectors (whether they are photon 

multiplier tubes or solid state) causes some error at the lower end of detection range, 

but significant signal levels are usually acquired using the DAS method.  At higher 

concentrations, the returned signal may be so highly attenuated that the signal levels 

approach the noise equivalent power (noise floor) of the system, and cause large 

errors in CPL to occur. 

To determine the minimum detectable limit when using topographic 

scattering, for either DIAL or DAS lidar, one must first examine the CPL error 

expected.  This error determines the minimum detection limit of the system.  The 

analysis begins with the equation for number density error given by [Measures, 1984] 

for a DIAL lidar system,  
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where, 
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ξe is the differential-extinction optical depth exclusive of an 

atmospheric species of interest, 

δξe  is the variation of the differential-extinction optical depth, 

signal
jkP  is the signal power returned minus absorption corresponding to 

wavelength j and range k, 

skybckg
jP  is the power returned due to the sky background radiance, 

corresponding to wavelength j, 

system
jP   is the system noise power corresponding to wavelength j, 

ηj  is the quantum efficiency at wavelength j of the detector, 

jkm  is the number of laser shots used for the calculation for 

wavelength j, range k, 

jkδβ  is the uncertainty in the volume backscatter coefficient for 

wavelength j, range k, 

jkβ   is the volume backscatter coefficient, for wavelength j, range k, 

ΔR  is the range to target, 

A
diffσ   is the differential absorption cross section, 

δN  is the uncertainty in the number density, and 

N  is the number density of the species of interest. 

 

The error in the CPL can be calculated using this equation.   Examining terms in the 

equations shows that the first term in the summation describes the total fluctuation in 

normalized return power due to various measurement errors.  The range summation 
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can also be removed in cases when we are only interested in the two-way path 

attenuation of the transmitted pulse after striking the topographical target.  The return 

from atmospheric backscatter is orders of magnitude less than that from the 

topographical target.  The returns from a pulsed laser are easily found with a simple 

pulse-finding algorithm.  Additionally, if the geometry is properly considered, 

minimum transmitted power and/or reduced integration time is expected, when 

compared to atmospheric backscatter lidar systems.  For these reasons, it is possible 

to reduce or eliminate the signal averaging and still have satisfactory performance.   

Next, the differential backscattering coefficient is considered for the 

topographical scattering case.  The variations are characterized by the surface 

reflectivity, δρtopo, and the overlap percentage, γ.  The variations in ground reflectivity 

represent the fact that real world measurements are typically collected with a variable 

topographic reflectivity.  Spectral databases can be used to gauge the surface 

reflectivity for a given target.  If the DIAL paradigm is enforced, and wavelengths are 

chosen to be spectrally “close,” then the error contribution due to reflectivity 

differences decreases dramatically.  The typical surface reflectance variation of 

topographical targets is a slowly varying function of wavelength; however, it can 

affect the magnitude of error introduced into the system by the differential 

backscattering coefficient.  If the beams are fully overlapped and strike an 

unchanging, or slowly changing topographical target, only small errors would be 

introduced into the observed CPL; whereas, a rapidly changing target with highly 

variable reflectivity coupled with any beam misalignment will introduce high 

frequency noise.  Variations in wavelength dependence of atmospheric path 
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transmission in the various components in the sensor optical chain can also impart 

error in CPL.  Slowly varying effects can be minimized with proper alignment and 

calibration, and high frequency effects are typically reduced with integration or by 

using smoothing algorithms.  Depending on the application, sources of error can be 

reduced; therefore, the following error analysis assumes the DIAL wavelength 

selection conditions are met.  The equation for CPL error fraction using a 

topographical target at the end of a long absorption path can then be written as, 
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where, 

total
jEδ  is the uncertainty in the total normalized return energy due to 

error in energy measurement at wavelength j, 

signal
jE   is the signal return energy at wavelength j, 

γ  is the overlap percentage, 

ρtopo  is the ground reflectivity, and 

Δρtopo  is the variation in ground reflectivity. 

 

Note that the signal energy, , is calculated by removing the dark current 

response and the sky background noise from the total calculated return energy.  

Detailed derivations and explanations relative to each of the terms found in Equation 

3.11 are included in Appendix A. 

signal
jE
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3.5 Simulation of Differential Absorption Error Sources 

To further examine error in CPL, we simulate a sensor for methane detection 

using the following logic and the above derivation for DAS.  The choices for the 

online and offline wavelength are the most important as these choices will ultimately 

determine the sensitivity of the design for small concentrations.   The rest of the 

chosen system parameters are summarized in Table 3.1.  Exact wavelengths are not 

included in this table due to proprietary restrictions.  The wavelengths reside in the 

3.4 μm region and are separated significantly in wavelength in comparison with 

classic DIAL cases (roughly 40 nm).  Even through they are sufficiently separated, 

the optical transmission in the selected region of the MWIR is relatively constant as a 

function of wavelength.  Surface reflectivities in the MWIR† vary more significantly, 

but, the variation is also a minimum for the selected wavelengths.  The developed 

simulation software accounts for a part of these variations in terms of atmospheric 

differences.   

Topographic target spectral variations for wider wavelength bands can be a 

significant source of error if the DIAL wavelengths are sufficiently separated, and 

this is not currently included in published versions.  As an example of this variation, 

the NIR reflectivity of a typical topographical target, soil, in the 40 nm wavelength 

range examined later in this work (Chapter 6) is relatively constant, see Figure 3.1a.  

Note, however, that the reflectance of other groundcovers over larger wavelength 

ranges can vary more significantly, see Figure 3.1b. 

† A full spectral database of ground reflectivity for many groundcovers was created through 
measurement and is available to Penn State and ITT researchers; it is not yet released in open 

 39 publication however. 



 
 
Figure 3.1: Surface reflectivily variation as a function of wavelength for soil (a) 
and a littered tree canopy (b) for the VIS-NIR [Asner and Heidebrecht, 2003] 
 
 
Table 3.1: Initial methane detection scheme 

 

 As explained, typical DAS lidar systems are not as limited as DIAL 

techniques by the signal-to-noise ratio (SNR) at the low concentrations due to a large 
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fraction of the energy being returned to the detector.  Therefore, the minimum useable 

SNR only makes use of the form factor calculation.  This factor is more important for 

high altitude analysis, or for DIAL lidar calculations where the scattering target is the 

aerosol background rather than a topographic target at a fixed range.  Similar 

calculations for the statistical error result in low values for small targets at close 

ranges because of the large energy return from the surface.  Consideration of these 

limits becomes more important for systems where a very small fraction of the 

transmitted energy is returned (classic DIAL case), because this limitation imposes a 

cutoff in the system sensitivity.  The sensitivity threshold can be used to calculate a 

SNR, which leads to a value for the signal levels required to properly distinguish the 

concentration of the selected species.  Performance simulations for a DIAL lidar 

operating similar system parameters with to those shown in Table 3.1 can be found in 

Appendix B. 

 

3.5.1 DAS Performance Limitations 

The DAS performance simulation is used for a variety of tasks including 

sizing of system components for potential DAS lidar instruments, estimating 

measurement sensitivity, and troubleshooting existing hardware systems.  To 

demonstrate the capability and importance of the lidar system simulation, we examine 

a case of methane detection using an air to ground measurement geometry, similar to 

the ITT ANGEL system [Grund, et al., 2004; Murdock, et al., 2008; Stearns, et al., 

2006].  When designing a DAS system similar to the ANGEL, the most important 

choices are the selection of the online and offline wavelengths, because these will 
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ultimately determine the sensitivity of the sensor for measuring small concentrations.  

Furthermore, the wavelength selection determines the magnitude of the effects from 

the clutter signal for random topographic scatterers, which are often not spectrally flat 

as shown above by Figure 3.1.  The error analysis includes the variations due to 

atmospheric and surface reflectance and introduces appropriate random noise levels 

to simulate the return signal. 

DAS lidar systems are not typically limited by the signal-to-noise ratio at the 

detection threshold due to the large fraction of the energy scattered back to the 

detector.  Instead, it is the temporal fluctuation in the return signals that severely 

limits the performance.  This type of limitation is particularly important for airborne 

systems that are looking down at the rapidly varying background of roads, grass, 

trees, etc.  Integration of multiple pulses is not feasible for a fast scanning 

configuration; hence, CPL calculations are individually performed for each outgoing 

pulse in such a case.  Small temporal fluctuations in the measured signals associated 

with target reflectivity, and other factors, introduce noise into the calculated CPL, and 

thus raise the lower detectable limit.  The DAS simulations provide the flexibility to 

simulate both integrating and non-integrating systems, as well as to estimate the 

magnitude of error sources. 

In special cases of highly concentrated plumes, measurement of the species 

concentration can be difficult if the system is starved for return energy.  Furthermore, 

low signal-to-background in the return energy can occur in a number of cases, 

particularly if a long absorption path is being used to measure species.  Other causes 

include cases when a background atmospheric concentration of the species being 
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measured is present, or when the end-path topographical target has a low reflectivity.  

Choosing DIAL online wavelengths that are centered on large absorption features can 

also severely affect CPL calculations if a species strongly absorbs, and the offline 

return signal is already small.  In this case, it may only be possible to detect that a 

signature is present qualitatively.  These types of measurement conditions cause the 

error in the CPL result to grow for higher species concentrations of strongly 

absorbing lines.  In summary, important factors include: the wavelength choice, the 

received energy, and the collection efficiency.   

 

3.5.2 Example DAS Simulation Result 

The DAS simulation tools allow a system designer to select configurations, 

and to size a system to accurately quantify a species at a given range, and for a range 

of possible concentrations.  As an example, we consider a simulation for methane 

detection.  The geometry selected for this system configuration is an aircraft mounted 

DAS instrument system that uses the ground for a topographical target.   

The flight altitude for this simulation is 300 m with a ground reflectivity of 

0.01 +/- 0.005.  Although this is a case with relatively large fluctuation in reflectivity, 

we are selecting a case with minimum error in final CPL in this initial example 

because of choosing a 100% overlap of the beams in the system arrangement.  Beam 

overlap is quite important for DIAL or DAS systems, particularly for those cases 

where a temporally varying topographic scatterer is expected.  If the transmitted 

beams are not completely overlapped, then variations in the ground reflectivity will 

dramatically increase the noise in the calculated system CPL.  With typical COTS 
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MWIR hardware parameters as shown by Table 3.1 (i.e. laser transmitter power, 

detector sensitivity, etc.), and standard atmospheric conditions derived from 

MODTRANTM 5, we are able to simulate the signals expected for the online and 

offline wavelengths as a function of species concentration.  The fluctuation in these 

return energies governs the percent error of measurements obtained by the system.  

Assuming that we have a case of 100% beam overlap and no electronic noise results 

in no error in transmitted and return energy measurement.  Under these assumptions, 

we can calculate percentage error as a function of plume size.  Simulated return 

signals for the online and offline wavelengths and percentage error versus target 

plume CPL can both be found in Appendix C. 

Figure 3.2a shows the expected system measured CPL, with the appropriate 

error bars added, compared with the idealized case.  In this example, we have chosen 

to study methane, and the atmospheric background causes the offset in the system 

measured plume (blue line).  Ideally, we would expect the blue line to overlap the 

green line with a perfect system, and no atmospheric background absorption.  Figure 

3.2b describes a simulation of the signal temporal response. The system response is 

examined for a series of five staged methane leaks with magnitudes of 10, 50, 100, 

250, and 500 ppm·m, and each target is probed by the system for a series of five 

consecutive measurements, then followed by fifty no-plume measurements.  This 

visualization helps us to understand how a sample of raw data would appear, and 

assists in developing the data processing and temporal averaging algorithms.  Note 

that with 100% overlap and minimal electronic noise, the  

 44 



 

a) 

101 102 103 104 105101

102

103

104

105

Target Plume CPL (ppm m)

S
im

ul
at

ed
 S

ys
te

m
 C

P
L 

(p
pm

 m
)

Simulated System CPL

Simulated System
Ideal w/o Background

Configured for Methane Detection
Lasers: 50 uJ at 2 KHz
On: 3389 nm, Off: 3429 nm
Detector: Solid State, 1000 ns
Methane Background: fixed at 2 ppm
Compensation for Methane Background: no
Flight Altitude: 300 m +/- 5 m
Overlap Percentage: 100%
Ground Reflectance: 0.01 +/- 0.005
Electronic Noise Error: 0%

 

located in the 3.4 μm range

 
b) 

0 50 100 150 200 250 300 350
600

700

800

900

1000

1100

1200

Laser Shot Index

S
im

ul
at

ed
 S

ys
te

m
 C

P
L 

(p
pm

 m
)

Simulated System CPL for Specified Target Plumes
10, 50, 100, 250, 500 ppm m

10

500

250

100

50

 

Figure 3.2: Simulation results for methane detection with no transceiver 
measurement error and 100% overlapping beams.   (a) Simulated system CPL 
as a function of plume size, and (b) Simulated temporal response encountered 
for a series of five different size plumes. 
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absorption signature for plumes as small as 50 ppm·m are far enough above the noise 

floor to be easily observed.  If it is assumed that this is the limit of detection for the 

simulated altitude at 300 m, then the detection limits are expected in the 100s of ppb 

range for long path absorption, where substantial averaging can be used to improve 

the SNR, and hence this analysis agrees with predictions of Inaba, et al. [1976]. 

 A second example now examines the importance of low noise measurements 

and careful overlapping of the beams on the system performance, see Figure 3.3.  For 

the same system considered above, we introduce a 5% error due to variations in the 

transmitted and received energy measurements and in addition we reduce the beam 

overlap percentage to 80%.  The simulated system return signal and percentage error 

of simulated system CPL can both be found in Appendix C.  The simulation shows 

large errors for small concentrations because the differential absorption is dominated 

by the noise in the system, see Figure 3.3a.  As before, the noise is randomized on a 

per measurement basis, and can be clearly observed in the simulated CPL output 

shown in Figure 3.3b.  

As Figures 3.3, and 3.3b suggest, the combination of the ground reflectivity 

variation, non-overlapping beams, and electronic noise cause the once observable 

small leaks to be lost in noise in the system.  Note that this simulation was performed 

under the assumption that the system is automatically correcting for the methane 

background offset, hence, the simulated CPL output is centered around zero, and not 

the original 600 ppm·m.  The error introduced in having the system effectively zero 
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out this offset on each measurement also adds to the error associated with each 

determination of the CPL value. 
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Figure 3.3: Simulation result for methane detection with atmospheric methane 
background compensation where transceiver measurement and overlap error 
are introduced.  (a) Simulated system CPL as a function of plume size, and (b) 
Simulated temporal response encountered for a series of five different size 
plumes. 
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3.6 Comparing DAS Simulation Results to Experimental Lidar Data  

To verify the model, a subset of data from the ITT Industries ANGEL was 

acquired and used for a comparison. The initial beam alignment of the online and 

offline lasers was known to be imperfect during integration, and this fact was further 

confirmed by an overlap test.†  A point of reference was chosen in the processed IR 

camera images to provide the determination of size and center-to-center distance of 

the online-offline distribution.  These overlap measurements provided the information 

necessary to estimate the methane CPL fluctuation during operation due to 

misaligned lasers traversing the ground reflectivity variations.  While the beam 

misalignments have since been eliminated from the ANGEL system by and alignment 

procedure, the data presented below was acquired shortly after the initial aircraft 

integration and before the final beam alignment procedure.  Although there was only 

a limited amount of data collected when the system was operating in this 

configuration, a sample flight test over a runway at Buffalo Airport in New York 

State was sufficient to validate the performance of the model.   

 

3.6.1 Simulation Input and Results 

The simulation results shown in Figure 3.4 used proprietary ANGEL system 

parameters, and therefore are presented with the axes scales removed; the relative 

comparisons are useful to us in describing the performance however.  The results 

indicate the problem in making a transition across a boundary with different reflection 

coefficients when the system is misaligned.  The CPL trace matches the simulated 

variations in the measured CPL information relative to the geometry of this case. 

† Beam overlap tests were administered by Penn State Graduate students Joe Begnoche, Adam 
Willitsford and myself using a Thermovision 400 Series camera, and a data analysis algorithm [Brown, 
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The data set used for comparison was acquired when the ANGEL system was 

flown over a runway, at a height between 300 and 500 feet with the fast scanning unit 

deactivated, so the line of the misaligned beams traces across the tarmac on the 7th
 
of 

October, 2004.  The measurement and reference beams scattered from reflectors 

positioned along the track of the test flight in the middle of the runway.  General 

parameters of the ANGEL system, beam overlap percentage, and topographic 

reflectivity variation were entered into the DAS simulation model to estimate the 

magnitude in the variation of the CPL when the system encountered the reflective 

targets.  Overlap percentage was known from a prior overlap test, and reflectivity 

variations between the tarmac and reflectors were quantified by an infrared 

reflectivity database developed for use by ITT and Penn State researchers.   The 

simulation was initially run for two cases, when the measurement beam was leading 

and the other when the reference beam was leading.  Although not known at the time 

of flight, it was determined that the measurement beam was leading the reference 

beam in the far field distribution.   

As distance increases, the leading measurement beam begins to cover the 

highly reflective paint and the on/off reflectance ratio climbs as shown by Figure 3.4 

parts a and b.  Concurrently, the system CPL plummets, as shown by Figure 3.4d.  

The on/off reflectance ratio subsequently falls and returns to the original value as the 

trailing reference beam moves across the highly reflective target region (Figure 3.4c). 

The fluctuation in the on/off reflectance ratio causes a decrease and then subsequent 

increase in concentration path length across the distance of the scan, which can be 

observed by viewing the full simulation result in Figure 3.4d.   
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Figure 3.4: Simulation results of the ANGEL System during runway over-flight 
10/07/2004.  (a) Configuration of far field beam pattern, (b) Variation of 
reflectance ratio for the online and offline wavelengths,  (c) On/off reflectance 
ratio as the highly reflective boundary is crossed, and (d) Simulated system CPL 
as a function of target plume CPL and distance as the highly reflective boundary 
is crossed. 
 

The bottom right axis in Figure 3.4d represents the target plume CPL, while the 

simulated system CPL is plotted on the vertical axis, analogous to Figures 3.2 and 3.3 

above.  The depth of the figure (labeled distance) describes the simulated system CPL 

for many cases as the boundary is crossed.  The figure shows that as the target plume 

CPL increases, the fluctuation in simulated system CPL is less apparent as the 

boundary is crossed.  In contrast, in the case of no methane background, the 
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fluctuation is very dramatic, and even a small amount of reflection variation will 

affect the CPL reading. 

 

3.6.2 Simulation Results Compared with ANGEL Data 

To compare with the ANGEL data taken over the runway on October 7, 2004, 

we have chosen a section of the simulation to extract in Figure 3.5. Misalignment in 

the ANGEL system caused periodic deviation in the CPL measurement as the far 

field distribution of the beams struck the highly reflective paint on the runway as 

dramatically illustrated in Figure 3.5.  

When comparing the ANGEL data with the simulations, we use simulation 

values described by the region of the 3D plot, Figure 3.4d, in the (Distance, Simulated 

System CPL) plane where the slope of the graph begins to approach zero, or at the 

lower edge of the waterfall plot.  This trace of the plot corresponds to the case of the 

system encountering an atmospheric background of methane, and no other absorbing 

species during the measurement.  Although a quantitative assessment of how these 

apparent CPL readings compare cannot be revealed at this time due to proprietary 

restrictions, the relative CPL fluctuation for the actual and simulated cases are 

presented in Figure 3.6.  

In general, the actual variation in CPL is closely modeled by the simulation 

result.  The figure also shows that background noise CPL level for the simulation 

appears to be less than the background noise of the actual data, assuming the constant 

regions between the passage over the reflectors are averaged. This effect is likely due 

 51 



to the estimated ANGEL system noise parameter values used in the simulation. These 

values can vary greatly depending on laser stability and beam profile.  

 
Figure 3.5: CPL fluctuation due to striking of reflective strips in runway.  
 

 
Figure 3.6: Simulated results as compared with actual ANGEL data when 
striking a single runway reflector. 
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3.7 Summary 

 In summary, the error analysis approach has successfully demonstrated the 

performance changes during various system modifications proposed for use in the 

ANGEL system for several years.  Furthermore, the error analysis and simulations 

have proven useful for conceptual designs and proof-of-concept studies for following 

generation DIAL lidar systems using topographical scattering, including the new 

supercontinuum lidar described in Chapter 7.  The DAS simulation program was 

validated against a controlled set of CPL data from the ANGEL system acquired 

during a flight test over a runway in Buffalo, NY. 
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CHAPTER 4 
Theory and Simulation of Multi-wavelength 

 Infrared Imaging of Chemical Species 
 

A method for filter selection is developed for a multi-wavelength qualitative 

detection of hydrocarbon vapor using infrared imaging.  The multi-wavelength 

concepts reported in Chapters 4 and 5 are later combined with classical DAS error 

reduction concepts reported earlier (Chapter 3) to create a novel measurement scheme 

(Chapters 7 and 8). 

A hydrocarbon plume source within the field of view (FOV) of an imager is 

investigated to understand how best to effectively image a vapor using a completely 

passive approach with many wavelengths.  Under typical measurement geometry, the 

source of infrared radiation is the thermal emission from the background being 

imaged, together with the addition of reflected solar radiation contributions.  When an 

absorbing species is present, the difference in emitted background radiance can be 

detected by the imager, assuming that absorption removes sufficient intensity to cause 

a discernable contrast in the image.  Additionally, the difference in the images with 

and without the plume present must be contained within the dynamic range of 

contrast or sensitivity limit of the camera.   

 

4.1 Characterizing Surfaces with an Imaging Device and Reference Point 

Radiometry studies of infrared emission provide the foundation to determine 

radiant infrared energy from an object of arbitrary shape and size.  Classically, the 

measurement techniques developed to quantify radiant infrared energy are used to 

measure the temperature of remote objects, or describe temperature differences from 
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a thermal background that indicate heat leaks from a building.  Known reference 

points within the FOV of an image device permit these differences to be used for 

determining the absolute temperature of remote objects.  In the most simple case, it is 

assumed that objects selected for measurement (humans, stoves, candles, gas plumes) 

are perfect blackbody radiators where the total isotropic radiated energy can be 

calculated by use of the Stephan Boltzman law,  

         [4.1] 4TM σ=

where, 

M is the isotropic radiative emittance in [W/m2], 

  σ is the Stephan Boltzman constant equal to 5.67 x 10-8 Wm-2K-4, 

  T is the temperature [K] [Wolfe, 1996].   

 

Isotropic radiators uniformly emit varying amounts of energy in all directions 

depending on temperature distribution.  Figure 4.1 shows several Planck function 

curves of intensity versus wavelength for different temperatures.  The radiant 

exitance, Mλ in units [W cm-2 μm-1], is used to describe the radiant intensity for a 

given wavelength interval.  As the temperature of the blackbody radiator is increased, 

the entire function will experience a blue shift (to the left), with an increase in the 

content of shorter wavelengths, while experiencing an increase in magnitude.  The 

Planck distribution can be expressed in terms of wavelength, or as a function of 

frequency.  When expressed as frequency, the radiant energy can be readily observed, 

as higher frequencies correspond to larger radiant emittance and higher peak values. 
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Figure 4.1:  Planck functions for different temperatures show the change in peak 
radiant emittance. 
 

Planck’s Law describes the spectral distribution of radiation from a blackbody 

source with units of watts per square meter per wavelength interval as shown by,  

    

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−

=

1

2

5

2

Tk
ch

e

hcM
λ

λ

λ

π
,   [4.2] 

where, 

  c is the speed of light, 3 x 108 in [m/s],  

  h is Planck’s constant, 6.626 x 10-34 in [J s] 

  k is Boltzmans constant, 1.38 x 10-23 in [J/K], and 

  Mλ  is the radiant exitance emitted [W/cm2 μm-1] [Wolfe, 1996].  
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The wavelength of peak radiative emission by a blackbody surface is described by 

Wiens Displacement Law,  

    BTxma =λ ,     [4.3] 

where, 

  λmax  is the wavelength of maximum radiative energy in meters [m], 

  B is the constant 2.898 X 10-3 meters-Kelvin [m K], and 

  T is the temperature in Kelvin [K] [Wolfe, 1996].  

 

Isotropic blackbody radiation is useful for characterizing detector systems, because 

the blackbody source exhibits a broadband and continuous spectrum across a wide 

range of wavelength.  Furthermore, the intensity distribution as a function of 

wavelength is well known.  A simple increase in temperature provides an easy way of 

increasing the intensity over a range of wavelengths.  Isotropic radiation, however, is 

difficult to measure and therefore it is also difficult to determine the amount of 

isotropic radiation captured by surfaces. 

 A Lambertian surface is an important case of radiation transfer occurring 

when emission is diffuse in nature. The scattering from a Lambertian surface is 

similar in many respects to a blackbody emitter.  When a collimated light source is 

reflected from a uniform scattering surface, the response is Lambertian.  We derive 

the emitted radiance for this case by starting with the purely spherical isotropic case, 

as if the radiation is due to a blackbody point source.  Instead of allowing the energy 

to be uniformly disturbed over 4π steradians, however, we choose to allow the energy 

to be distributed across a half-sphere, corresponding to 2π steradians.  To capture the 
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radiant energy, we must then include the area through which the radiant flux passes at 

range R, as shown by dA2 in Figure 4.2.  The fundamental equation for radiation 

transfer can be used to calculate the differential element of power projected between 

two areas shown in Figure 4.2, and described by,  

  2
2211

R
scodAscodALd θθ

=Φ     [4.4] 

where, 

  dΦ   is the differential power element of two areas [W], 

dA1, and dA2  are respectively the first and second projected areas 

[m2], 

θ1, and θ2  describe the orientation of the first and second projected         

areas, 

  R   is the distance between the two projected areas [m], and 

L  is the radiance of the Lambertian surface, or the 

reflected radiance from the incident irradiance [W/m2 

sr] [Wolfe, 1996].  

 

Figure 4.2:  Fundamental equation for radiation transfer for two projected areas 
[Wolfe, 1996].  
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When one differential element is a Lambertian surface, whether it be an 

emitter or a reflector, various simplifications can be made to Equation 4.4.  By 

knowing that the emission from the source (the first surface dA1 radiated over one 

hemisphere) is received by the second differential area, we can integrate over this 

region as indicated below using Equation 4.5.  The result gives the total emittance in 

watts per square meter of the Lambertian surface, and can subsequently be simplified 

to π multiplied by the radiance, L, of the surface [Wolfe, 1996]. 
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where, 

 P  is the total power emitted for one half of the total sphere [W],  

  is the radiant emittance [W/m
1AM 2]. 

 

Lambertian emission has also been observed classically in the geometry where 

a highly collimated light source impinges on a surface.  If the reflectivity of the 

surface and the incident irradiance intensity are known parameters, then the logic of 

the approach presented above can be used to calculate the radiance from the 

illuminated surface.  Note however, that this assumption is only valid when the 

reflection is diffuse in nature, as is the case for many real-world topographic targets.  
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Extending from Equation 4.4 above, we are able to express the radiance from the 

surface in terms of the incident irradiance,  

   π
dhrIL =       [4.6] 

       [4.7] dhrIM =

where, 

  I  is the incident irradiance in watts per square meter [W/m2], and 

   is the reflectivity of the surface [unitless] [Wolfe, 1996]. dhr

 

Therefore, Equation 4.7 shows that the radiative emittance, M, from a surface is equal 

to the reflectivity, rdh, of the surface multiplied by the incident irradiance, I.   Noting 

that the units for radiative emittance, M, and incident irradiance, I, are both [W/m2] is 

consistent with these conclusions. 

 It is possible to make additional calculations that allow description of the 

emission from remote surfaces by combining knowledge of blackbody radiators and 

Lambertian surface emission.  By measuring the temperature of a blackbody radiator 

required to match the reflected radiance of a monochromatic light source (typically a 

laser) scattering from a diffuse reflecting surface, it is also possible to quantify the 

incident irradiance.  In theory, this is relatively easy by numerical methods.  The 

radiant emittance at a range where reflection occurs can be determined using 

Equation 4.2 and knowing the temperature of the blackbody source.  We effectively 

adjust the radiant emittance at the range by adjusting the temperature of a blackbody 

source.  If the temperature of the blackbody source is adjusted such that the grayscale 
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intensity of the imaged pixels of the blackbody source match the pixels of the 

reflected laser, then that temperature can be used to calculate an appropriate Planck 

function.  The Planck function found can then be integrated across the wavelength 

sensitivity range of the imager, thereby defining a radiant emittance of the reflection 

in terms of [W/m2].  The incident irradiance can then be easily calculated using 

Equations 4.6 and 4.7 by knowing the reflectivity of the surface, and assuming it is 

Lambertian in nature.   

Note however, that if this calculation is performed for the typical spectral 

range of many midwave infrared cameras (3 to 5 μm), then the temperature required 

to match the reflected radiance of a transmitted laser would be very low.  This would 

then in turn generate a Planck curve that would be out of detectable range and below 

the sensitivity threshold for most infrared detectors.  Therefore, the unmodified 

measurement technique is best for lasers with high average power.  Two simple 

modifications to this approach provide a mechanism to measure the flux of lower 

power lasers:  

1.) Introduce a notch filter on the imager that straddles the wavelength of the 

laser radiation under measurement. 

2.) Increase the temperature of the blackbody source used to calibrate the 

measurement. 

The notch filter allows only the wavelength of the laser to be transmitted to the focal 

plane of the imager, thus reducing background effects.  The small bandpass of the 

notch filter, however, limits the region of the Planck curve from the blackbody source 
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observed by the imager.  This limitation requires that the radiator be observed at 

higher temperatures in order to match the reflected flux from the laser.   

 Any manufactured notch filter will have some amount of spectral width; 

therefore, accurate transmission characteristics of the filters used in this configuration 

are required for the calculation of collected energy.  In order to account for the 

emittance spread over a range of wavelengths, every wavelength interval that is 

allowed to pass must be multiplied by the percent transmittance of the filter function 

for the interval in question.  To express this fact in a familiar form, we modify 

Equation 4.2 above (Planck’s Law) to describe the observed radiative emittance seen 

through the filter for a given temperature source, 
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where, 

  n is the number of wavelength increments [unitless], 

  Δλ is the width of the wavelength interval in [m], 

  λ1 is the beginning of the wavelength range of the filter [m], 

  M is the total radiant emittance seen through the filter [W/cm2],  

F(λ) is the transmittance for the notch filter at a given wavelength 

range +/- Δλ/2. 

 

Variations in the distribution of the laser reflection are determined by calculation over 

a range of temperatures that bound the range of pixel intensities observed in the 
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distribution of the reflection.  This intensity scaling of pixel intensities is important 

for lidar systems when examining beam overlap, clipping, and hot spots in the 

transmitted beam.   

 

4.2 Directly Characterizing Infrared Imaging Devices 

The minimum detectable limit of infrared imagers is determined by 

integrating under the blackbody radiation curve for the minimum detectable 

temperature.  This integration is bounded in wavelength by the operational 

wavelength range of the imager.  The focal plane arrays (FPA) used in midwave 

infrared (MWIR) imagers, for example, are sensitive from the NIR to 5 μm in the 

MWIR.  The cold filter placed on the front MWIR imagers typically further reduce 

the spectral range from 3 to 5 μm.   

The method we developed for passive imaging of hydrocarbon plumes 

depends on an accurate value for the minimum detectable limit of the imager.  This 

limit is governed by lower bound of the measurable temperature range of the imager, 

in addition to the wavelength sensitivity range.  The imager chosen for this study was 

the Indigo Systems Merlin MWIR.  The Merlin camera brochure indicates that the 

lower bound of the temperature range that can be measured by the Merlin MWIR 

camera is 0 °C.  By searching published results on its core FPA [Hoelter, et al, 1999], 

and reviewing the advanced users manual of the camera [Indigo Systems, 2002], 

however, we find that the camera is capable of imaging objects of lower 

temperatures.  At the minimum integration time of 2 ms, it is possible to image 

objects down to temperatures of -20 °C.  Furthermore, because the integration time 
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can range from 5 μs to 16 ms, it is feasible to image objects, even below this limit.  

To retain some flexibility in the system, in terms of integration time and sensitivity, 

we conclude that the detectable temperature limit of the camera is approximately -20 

°C.  To determine the minimum detectable limit of the FPA [J s-1 m-2 μm-1 sr-1], we 

first calculate the irradiance for a -20 °C object, and integrate the area under the curve 

between 3 and 5 μm.   The equations used to remove the μm-1 dependence in the total 

integrated irradiance for the minimum detectable temperature,  are, minI
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where the units for 1λ  and 2λ  are both in μm, and denote the wavelength range of the 

bandpass filter associated with the imaging device. 

 

4.3 Capturing Radiant Emittance or Scene Irradiance 

 The imaging capability of the Merlin camera is modeled on a per pixel basis 

using published values [Indigo Systems, 2002] for the integration time, optical 

throughput, and FOV of the camera.  We are able to convert the emitted irradiance 

from a remote surface to radiance collected at the camera, and finally calculate energy 

captured per pixel in the FPA using these parameters. 
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4.3.1 Case 1 of Captured Irradiance 

The calculation for captured steradiance by an imager depends on the location 

of the calculated radiance.  We define case 1 as an arrangement where the system 

radiance is calculated at the source, and we define case 2 as an arrangement where the 

system radiance is calculated at the observer, thus following the approach used in 

MODTRANTM.   Figure 4.3 depicts the case 1 geometry where radiance is calculated 

from a surface at elevated temperature.  This case can be used to calculate the 

minimum sensitivity limit of the camera on a per pixel basis. 

 

 

Figure 4.3:  Case 1 geometry where a radiating remote surface of constant 
elevated temperature is used to calculate the energy captured per pixel in the 
camera FOV. 
 

A well known relationship is used to convert the radiant energy captured by a remote 

imager on a per pixel basis for simple imaging devices [Mooney, et al., 1989],  
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where, 

ji,  index of the pixel [ ]unitless , 

ijA  is the area of a pixel in the FPA in [ ]2m , 

0τ  is the optical efficiency of the camera system [ ]unitless , 

ft   is the frame integration time in [ ]s , 

ijθ   is the angular location of the pixel of interest in [ ]greesde , 

/#f   is the f-number of the imaging device [ ]unitless . 
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We then combine Equations 4.9 through 4.12 determine the average energy captured 

per pixel using the following relationship, 
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The parameters  and N M  in Equations 4.12 and 4.13 correspond to the rows and 

columns of pixels in the FPA of the imager.  Epixel is used as a bottom-rail sensitivity 

for scene imaging, because below this limit the pixel will appear to be gray or black 

as minimum photons have been detected by the FPA.  The darkening of pixels allows 

the user to observe absorption plumes in real time.  Performance of the system under 

a variety of atmospheric conditions can be evaluated by calculating this limit prior to 

selecting a filter for optimum detection performance for the top end of the 

measurement dynamic range (saturation) by a selected hydrocarbon species (section 

4.9).   

 

4.3.2 Case 2 of Captured Irradiance 

Case 2 describes the geometry where the total scene radiance is calculated at 

the observer location, as is done in MODTRANTM.  Classical day-sky and night-sky 

background models for different look-angles relative to the Sun and Moon are 

performed in this way to make it easier to determine the interference expected for 

active remote sensing systems.  The passive image formed by absorption of 

hydrocarbon plume requires adequate contrast between plume-present and plume-

absent cases, and relies on sufficient solar or lunar scatter combined with blackbody 

background emission.  It is important to scale radiance calculations to a per pixel 

basis for comparisons with performance thresholds when attempting to simulate 

different atmospheric conditions encountered.  MODTRANTM radiance calculations 

[W m-2 μm-1 sR-1] are scaled to represent the case of a single pixel in the image space, 

and provide a basis for selection of an optimum filtering scheme.  We perform the 
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calculation in this manner because the object space contains the radiance from the 

entire path subtended in the solid angle focused onto a single pixel.  The technique 

removes the steradian dependence in the denominator while preserving the per-pixel 

geometry used previously in the imager characterization study.   

Knowing that a single unit of steradian (sr) is defined as the solid angle 

subtended at the center of a sphere of radius r by a portion of the surface of the sphere 

having an area r2, we can conclude that the maximum solid angle realized is 4π [sr].  

Figure 4.4 depicts these parameters in a graphical representation of total field-of-view 

for the collection optics on a telescope or imaging device.   

 

 

Figure 4.4: Representation of steradian and imaging FOV. 
 

The FOV of a telescope, or imaging device, can be used to calculate the number of 

steradians observed as a fraction of the total possible (4π sr).  Although the steradian 

is officially a unitless quantity, we choose to keep the units of [sr] at the end of the 

calculation to emphasize the steradiance dependence on imaging calculations, 
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The final term to remove the steradian dependence from the radiance calculations is 

only a function of the telescope or imaging FOV.  If the calculation is designed to 

represent a single pixel in the FOV of an imager, then Equation 4.14 is modified 

slightly as shown by Equations 4.15 through 4.17,    
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where,  

   is the diameter of the objective lens in meters, D
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ijHFOV  is the horizontal FOV of the pixel in the ith column and the jth 

row  

ijVFOV  is the vertical FOV of the pixel in the ith column and the jth row 

N and M  are the total number of rows and columns, respectively, 

1λ 2λ   are the bounds for the wavelength range being examined. 

 

Figure 4.5 describes this case graphically.  For general performance calculations, we 

assume that the efficiency of pixels across the field of view vary as a function 

of ( )ijθ
4cos , similar to Equation 4.11.  The final equation (Eq. 4.17) describes an 

average weighting for all pixels in the FOV of the imaging device that can be applied 

to MODTRANTM radiance calculations. 

 

Figure 4.5:  Case 2 geometry where a radiance calculation at the observer is used 
to calculate the energy captured per pixel in the camera FOV.  
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4.4 Experimental Camera Hardware 

The Merlin MWIR camera (Figure 4.6)  from FLIR (Indigo Systems) is a 

research grade device capable of high sensitivity measurements.  The camera uses a 

focal plane array of InSb type detectors to create an IR image with a resolution of 

320x256 pixels, which are refreshed at a maximum rate of 60 Hz.  The integration 

time of the camera is selected by the user.  The manufacturers technical data report a 

0.018 °C sensitivity for temperatures ranging from -20 °C to 2000 °C [Indigo 

Systems, 2002].  The high sensitivity provided by the Merlin MWIR camera through 

such a wide range of temperatures is achieved using a sealed Stirling-cycle cooling 

system integrated with the detector.  The Merlin MWIR camera has a built-in cold 

filter, with a transmission of approximately 98 % in the range of 3 to 5 μm.  Its size 

(14 x 13 x 25 cm) and weight (4.3 kg) are compatible with the small size and low 

weight requirements for aircraft use.  Currently, the 13 mm main objective lens yields 

a 41 x 31° field of view imaging onto the FPA, see Table 4.1 for a summary of this 

information. 
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Figure 4.6:  FLIR Merlin MWIR Camera [FLIR, 2008] 

 
Table 4.1: Merlin MWIR camera specifications [Indigo Systems, 2002] 

 

 
These parameters, in conjunction with previous analyses, allow us to calculate the 

bottom-rail sensitivity of the FPA in the camera to be roughly 0.005 pJ per pixel 

given a 2 ms integration time.  The bottom-rail sensitivity per pixel is used to 

determine optimum filter configurations.  Another parameter that is important in this 

analysis is the sensitivity or contrast limit per pixel when the collected energy is 

above the baseline and within the dynamic range of the camera.  Table 4.1 indicates 

the sensitivity of the Merlin MWIR imager is 0.018 °C, which translates to 4.5 x 10-17 

J, when the calculation is performed under worst case conditions of -20 °C for the 

spectral range covered by the camera.   

 

4.5 Hydrocarbon Absorption Scientific Background 

Hydrocarbon vapors have unique absorption spectra throughout the infrared 

spectrum; however, the spectral region in the 3 to 5 μm range is the most useful for 

several applications, and this wavelength range corresponds to the active region of the 
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Merlin MWIR camera.  Prior research activities have identified three particular types 

of materials of interest in this region as, (1) High Volatility hydrocarbons (all gasoline 

vapors), (2) Low Volatility Hydrocarbons (diesel fuel, kerosene), (3) special gaseous 

hydrocarbons (propane, methane).  Due to the complex nature of these compounds, 

spectral features associated with the many degrees of freedom yield the broadband 

and multi-line absorption spectra as shown in Figure 4.7.  With proper filtering, these 

absorption features are detectable in the field of view of the Merlin MWIR camera as 

“black smoke.”   Successful imaging of Ethene emissions was reported by Sandsten, 

et al. [2004] using passive techniques.  The goal of our study is to design a system 

that is completely passive, as well as able to detect the several hydrocarbons of 

interest shown in Figure 4.7 using simple filter changes.  Commercial systems (FLIR 

HAWK, and GasfindIR commercial instruments, see Figure 4.8) have been developed 

for close range observation of hydrocarbon plumes, but these do not have a capability 

for wavelength selection.  Without an ability to make wavelength selections, the 

optimum system performance for these hydrocarbons (Fig. 4.8) cannot take advantage 

of the different spectral features in the MWIR for best contrast.  Additionally, the 

performance of the system at longer ranges must take into account typical 

atmospheric conditions when choosing a filter to enhance detection probability.  The 

capability of a longer range imaging system is examined by selecting the operating 

characteristics and modifying the entrance optical configuration to improve 

performance. 
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Figure 4.7:  Pacific Northwest National Laboratory (PNNL) measured spectrum 
of propane and methane; reconstructed absorption spectra of gasoline and diesel 
using weighted PNNL components. 

 
 

 

 
Figure 4.8:  Merlin HAWK (left) and GasfindIR (right) detection of hazardous 
vapors [FLIR, 2008]. 
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4.6 Scene Radiance Considerations 

In the airborne down-looking configuration, the planned system utilizes the 

Earth’s surface as a source of broadband infrared radiation, in addition to the solar 

radiation scatter from the surface.  MODTRANTM was used to simulate the radiance 

at an altitude of 300 m looking downward at the surface [Berk, et al., 1990] to 

confirm that the surface of the Earth is an effective generator for the required 

background radiant energy.  Planck curves of ideal blackbody radiators compared 

with MODTRANTM simulations show that the Earth emission is represented by a 

blackbody at a temperature of approximately 15 °C.  The deviation from this 

theoretical value is shown in Figure 4.9, and is due to absorption and scattering 

included in the MODTRANTM simulation [Berk, et al., 1990].  In addition, the 

MODTRANTM result displays the variations from the ideal blackbody signature in the 

3 to 4 μm region.  Some departure from the ideal case of a blackbody emitter is due to 

the Earth’s surface not being a perfect radiator, emission by radiating species in the 

atmosphere, and surface emissivity slightly less than one.  Other factors that influence 

the radiance are primarily associated with absorption by several gas species, and by 

the absorption/emission process of greenhouse gases.   
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Figure 4.9: Comparison of MODTRANTM to BB Lambertian emitter at various 
temperatures, single path radiance collection at night without any solar scatter. 

 
In an attempt to determine the temperature range typically encountered during 

operation, the typical daily fluctuations of the land surface skin temperature are 

shown in Figure 4.10 for a day in mid-July at mid-latitudes of 40 to 45° N.  The 

simulation results shown are outputs from the global climatology model of Arizona 

State University based on GOES-8 and AVHRR land surface satellite observations 

[Jin and Dickenson, 1999].  These climate data show that the diurnal land surface 

temperature ranges from approximately 285 to 305 K or 12 to 32 °C.  This 

temperature fluctuation throughout the day will affect the performance of the system 

because it determines the variation in the background radiance from the surface. 
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Camera operation without the appropriate filter does not provide real-time 

analysis of hydrocarbon absorption because the absorption signature of the target 

hydrocarbon gas cannot be distinguished from the background signature.  Conversely, 

if the surface of the earth is not emitting strongly enough, then the background 

signature may not exceed the minimum detectable level of the camera, and thus no 

image will be formed.  Initial justifications for the trade-off analysis of filter 

bandwidth needed to achieve desired performance are provided via the following 

Figures 4.11 through 4.14.  This analysis is performed independent of solar scattering 

effects.  The optimum camera setting will require an active computer intelligent 

program that auto adjusts the dynamic range and contrast using the real time data. 

 
Figure 4.10:  Model results for monthly mean skin temperature diurnal cycle for 
July, clear sky.  Ground was vegetated by crop/mixed farming for latitudes of 
40-45°N [Jin and Dickinson, 1999]  The lower panel is relative to the daily 
average of 295 K. 
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Figure 4.11:  Absorption due to a 1000 ppm·m plume of propane at various 
blackbody temperatures. 

 

 
Figure 4.12:  Absorption due to various size propane plumes at a blackbody 
temperature of 23 °C. 
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Figure 4.13:  Absorption due to various hydrocarbon plumes at a blackbody 
temperature of 23 °C. 

 

 
Figure 4.14:  Difference between 1000 ppm·m curve and the appropriate 
background at a blackbody temperature of 23 °C between the surface and 300 
m. 
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To expand the explanation of the effect of land surface temperature on the 

system performance, Figure 4.11 shows the emission at different temperatures 

observed through a plume of propane at a concentration of 1000 ppm·m.  Similar 

absorption figures have been created for cases of diesel, gasoline, and methane, and 

these are presented in Appendix D.  In an alternative representation, the plume 

magnitude is modified to represent different size leaks, while the apparent surface 

temperature is held at a constant 23 °C (Figures 4.12 through 4.14).  As shown, the 

expected plume magnitudes display a range of absorption values in the wavelength 

band of interest.   

Curves from Figures 4.12 through 4.14 show how different leaks can be 

spectrally discriminated using simple bandpass filters, and they can be compared with 

the sensitivity parameters of the camera to determine detection probability.  Note 

specifically in Figure 4.14 how the absorption due to methane at longer wavelengths 

generates more significant differences between the case of a plume present and a 

plume absent.  This increase in absorption is created because the source intensity 

increases towards longer wavelengths due to the Planck function of the thermal 

emission, and because the path absorption calculated through the Beer-Lambert law is 

multiplicative. 

 
4.7 Using MODTRANTM to Determine Filter Choices 

The spectral simulations that are used for optimum filter selection utilize the 

MODTRANTM model, and therefore invoke several typical atmospheric conditions 

expected in real-world situations.  Several simulations have been performed using an 

average surface temperature of 290K (17 °C) with a solar zenith angle (SZA) of 15° 
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and a surface albedo of 10%.  The aerosol conditions set in this simulation correspond 

to a typical mid-summer day at mid-latitude locations with 23 km visibility 

(corresponding to very good atmospheric conditions).  The standard down-looking 

radiance observed in this situation is shown by Figure 4.15(a).  The structure shown 

deviates from the typical blackbody curve due to solar scatter, thermal emission, and 

IR signature from the ground radiating up through the atmosphere to the observer.  

The effects of absorption and emission of atmospheric species are also included in the 

radiative transfer calculations built into the MODTRANTM model.   When a 1000 

ppm·m size methane plume is introduced at ground level, the simulation shows a 

significant absorption response as seen in Figure 4.15(b).   

 
(a)                (b) 

Figure 4.15:  MODTRANTM spectral radiance model result with (b) and without 
(a) a 1000 ppm·m plume of methane at ground level for a daytime measurement 
from 150 m. 
 

Although this result is clearly observed when the spectral data are examined, the goal 

of this effort is to quantify this response utilizing MWIR camera hardware.  Hence, 

by integrating the area underneath the MODTRANTM spectrum relative to the 

bandpass transmission of the infrared imager, it is possible to calculate a total flux, or 

total collected energy per pixel in the FOV.  For the case shown in Figure 4.15, a 3.2 
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to 3.4 μm bandpass filter has been used to calculate the response to a plume expected 

in the FOV of the imager. 

To demonstrate the importance of the surface albedo and solar scatter in the 

detection performance, a MODTRANTM simulation of a nighttime case has been 

prepared.  The results of this simulation, shown in Figure 4.16, were processed using 

the same 3.2 to 3.4 μm filter.  The result confirms that performance is greatly 

enhanced for daytime measurement conditions.  In addition to the increased signature 

in the daytime case, the percentage of absorption is roughly 10 times that of the 

nighttime case.  The large amount of solar scatter by the atmosphere and ground 

increases the infrared energy that is available in the band and thus increases the signal 

of the absorption; the solar scatter must be exploited to enhance detection 

performance to a useful level for MWIR applications. 

 

 
(a)                (b) 

Figure 4.16:  MODTRANTM spectral radiance model result with (b) and without 
(a) a 1000 ppm·m plume of methane at ground level for a nighttime 
measurement case at 150 m. 
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4.8 Filter Selection for Methane 

Using the MODTRANTM simulation of down-looking radiance at 150 m for 

atmospheric methane concentrations, we plot the expected energy calculated for a 

single pixel in the FOV as a function of filter bandwidth and center wavelength in 

Figure 4.17a.   The previously calculated detection benchmark parameter of 0.005 pJ 

is plotted as a contour on the figure.  Without an increased target plume present in the 

far field, we must select a filter that allows the system to operate above this limit, or 

the image will not be distinguishable in the FOV of the imager.  Quite simply, this 

leads to selection of a filter with both a center wavelength (y-axis) and bandwidth (x-

axis) that is located above the upper solid black line (benchmark limit of camera) in 

Figure 4.17a.  The lower solid black line corresponds to another case of filtering that 

could be used to create a similar imaging device centered at 2.3 μm to capitalize on a 

different set of methane absorption bands.  The present work, however, focuses on the 

absorption bands near 3.3 μm; this region is also interesting because there are other 

hydrocarbons with absorption features there.  

When the concentration of the absorbing species is increased, the simulation 

can be re-run for a case containing a 1000 ppm·m plume using the appropriate 

MODTRANTM geometry and atmospheric conditions (see Figure 4.17b).  Again, the 

benchmark radiance limit is annotated on the plot, and the total integrated radiance is 

plotted as a function of bandwidth and center wavelength.  When a species 

measurement is planned, the contrast is best when the affected pixels to appear dark 

gray in the camera field of view.  This condition translates to filter choices below the 

benchmark limit shown.   
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(a)

 
 
 
(b) 

 
Figure 4.17:  Integrated absorption as a function of filter center wavelength and 
bandwidth without (a) and with (b) a 1000 ppm·m plume of methane at ground 
level (surface albedo 10%). 
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An additional tradeoff considers the total difference between the collected 

energy or total contrast for conditions with and without the plume present.  This 

parameter is plotted with the same rationale as the previous plots, and allows 

selection of the filter choice.  A good rule of thumb is to be near or above the 

benchmark limit of the camera for the typical atmospheric case to maximize the total 

contrast, as shown in Figure 4.18a.  Lastly, we must ensure that the sensitivity or 

contrast limit imposed by the chosen filter is above that needed by the camera.  Figure 

4.18b plots the difference in energy collected by a pixel in the FPA, and its magnitude 

can be observed by the color scale.  In the worst case, the difference in collected 

energy for a pixel is 8.47 x 10-15 J, and this difference is 188 times greater than the 

4.5 x 10-17 J energy detection threshold of the camera.  

Figure 4.19 is a summation of the results from Figures 4.17 and 4.18.  The 

dark blue line in Figure 4.19 shows the bottom rail sensitivity limit of the camera.  

Pixels that are at or below this limit will begin to darken and quickly appear as solid 

black beneath this value.  Filter choices correspond to all those that are within the two 

blue lines.  The black lines on the figure signify the same guidelines for the case 

when the species of interest is present.  The light blue oval to the right side of the 

figure displays the region of filter choices that provide the maximum difference in 

received energy, while the light blue oval to the left side of the figure displays this 

difference in terms of a percentage of collected energy.  The area bounded by the 

lines indicates the optimum filter choices.   
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(a) 

(b) 

 
 
Figure 4.18: Percent difference (a) and total difference (b) in integrated 
absorption as a function of filter center wavelength and bandwidth due to a 1000 
ppm·m plume of methane at ground level (surface albedo 10 %). 
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Choices farther to the right side will demonstrate greater differences in energy 

between the plume present and plume absent cases, while those to the left will 

observe greater percent differences.  Choices that maximize percent difference will 

benefit from carefully adjusting the dynamic range of the camera to tightly bound the 

region of best performance under typical radiance conditions.  Alternatively, choices 

that seek to maximize raw energy difference are more likely to be useful under a 

variety of conditions, although they may suffer due to lower contrast.  A general 

purpose filter was selected with a bandwidth of 200 nm at a center wavelength of 

3.375 μm.  The location of this filter is marked by a gray star on Figure 4.19, and 

imaging results using this filter to image plumes are shown in Chapter 5. 

 

 
Figure 4.19: Summation of the results for the methane target case. 
 

4.9 Final Filter Recommendations and Summary 

A similar process to the one developed above was used to select optimal 

filters for the qualitative detection of propane, diesel and gasoline vapor.  This 
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analysis can be found in Appendix E.  Based on our analysis, the best choices are 

summarized in Table 4.2 by the four infrared filters indicated.  If the exact filter 

center wavelength and bandwidth are not available from suppliers, then slight 

adjustments to these specifications can be made.  Actually, the filter centered at 3.375 

μm with a 0.2 μm bandwidth should prove to be satisfactory for all of the 

hydrocarbons when using a single general-purpose filter. 

Additionally, we conclude that useful results are not likely to be obtained at 

nighttime or at low solar zenith angles in winter, due to the reduced contributions of 

solar background, and reduced thermal emission available to the instrument.  Best 

cases for observation will be during daylight, summer, and dry atmospheric 

conditions.  However, emergency situations where fire or other sources of heat or 

light are present should significantly enhance the detection due to the added infrared 

emission in the source region. 

 

Table 4.2:  Recommended filters for initial testing 

Target Center 
Wavelength (μm) Bandwidth (μm) comment 

Methane, Propane 
and Fuels 3.375 0.200 general purpose 

filter choice 

Propane 3.300 0.280 selected for 
propane 

Gasoline Vapor 3.300 0.250 
selected for 

gasoline but can be 
used for all others 

Diesel Vapor 3.430 0.130 
selected for diesel 
but can be used for 

all others 
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CHAPTER 5 
Validation of Multi-wavelength  

Infrared Imaging of Chemical Species 
 

Earlier research defined the background theory of operation for the 

hydrocarbon leak detection using the Merlin MWIR camera.†  The filters selected to 

enhance the detection of hazardous hydrocarbons in real-time were determined during 

this background study.  The analysis presented here is a follow-on that describes the 

experimental verification of the previous development, and includes an example of 

propane detection using the general purpose filter at ranges from 30 to 180 m.  The 

additional data analysis technique provides a way to quickly observe and characterize 

plumes in the FOV of the camera. 

 

5.1 Calibration Tests 

An initial set of tests was completed, and these results demonstrate the 

importance of solar scatter for hydrocarbon vapor imaging. Figure 5.1 shows some 

examples of the blackbody source being imaged at a distance of 15 m for temperature 

of 30 °C, 28 °C, 26 °C and 24 °C with the general purpose filter installed on the 

camera.  For this particular test, the source was increased to a higher temperature and 

allowed to cool.  The camera settings were not modified as the calibration took place.  

Note how the signature of the background light changes, i.e. the wall, is not 

observable at the final temperature.  As the experiment was performed the Sun was 

setting, and thus less ambient light illuminated the outer room during this seven-

minute period.  This demonstrates, at least in a crude manner, the importance of the 

solar background for measurements through an MWIR bandpass filter.  Furthermore, 

    89

† This research is broken up into theory and simulation (Chapter 4) of MWIR filtering techniques 
for the passive imaging of hydrocarbon plumes. 



it shows that the dynamic range needs adjustments depending on the atmospheric 

radiance conditions present at the time of the experiment.  Appendix F contains 

simulations of the total collected radiance when using the general purpose filter on 

the imager.  These simulations are intended to help a designer determine the 

magnitude of contribution from thermal background and solar radiance to the total 

radiance.   

 
 

       
              30 °C blackbody source   28 °C blackbody source 
 
 

        
             26 °C blackbody source    24 °C blackbody source 
 
Figure 5.1: Initial calibration figures show the calibration source (center of 
frame) as it cooled over a period of seven minutes.  The radiance from the source 
itself decreases as the source cools; furthermore, the radiance from the window 
decreases over the period of seven minutes as the Sun was setting. 
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5.2 General Camera Operation 
 

Many possible settings are included within the firmware of the camera that 

can be modified to enhance the operation for detection of hydrocarbon leaks.  We 

found during the experiments that four key parameters must be adjusted in order to 

properly image and detect hydrocarbon leaks in the far field. 

1. Integration Time:  Ideally this integration should be as long as possible in 

order that small differences in temperature are detected.  However, there is 

a limit when the integration time becomes too large, the FPA becomes 

saturated. 

2. Non-uniformity correction (NUC):  The non-uniformity correction is used 

to correct any adjacent pixel deviation that may occur when the  field of 

view of the camera is illuminated with a strong homogenous (single-

temperature) source.  This correction is critical to obtain proper images 

when operating with a filter. The filter function can be removed from the 

camera field of view.  Thus, it will correct and smooth out any ‘ring’ or 

‘kidney’ shapes that occur due to the non-uniform distortion from the 

combined filter and camera. 

3. Brightness:  The dynamic range of the camera is centered so it is neither 

zeroed nor saturated, and allows the user to observe and interpret the result 

from the FPA. 

4. Contrast:  Sets the display dynamics of the camera to make energy 

differences easier to observe; thereby, improving the sensitivity for lower 

concentrations of species in the plume. 
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Adjustment of these parameter values prior to a test is necessary when utilizing the 

Merlin camera for detection of hydrocarbon vapors.  These adjustments can also be 

made via an attached control keypad.  For flight operations however, remote camera 

control via a computer communications port would be necessary to make needed 

adjustments and observe during a measurement sequence. 

 
5.3 Propane Detection Example 

A single hydrocarbon (propane) was selected to confirm the filter selection 

and imaging approach.  Multiple sequences of images were collected during propane 

tripod tests at several ranges from the source between 10:00 AM and 2:00 PM local 

time in State College, PA from October 25th to October 30th, 2006.  Average 

ambient air temperatures ranged from 8 °C to 14 °C during the tripod tests.  

Throughout the data collection, the steps in setting up the Merlin imager were 

developed into a test plan that would allow repeatability in the measurement 

technique, and future operations by other researchers.  This procedure is described in 

Appendix G.  All measurements during this proof-of-concept study were made using 

the general purpose filter. 

When the camera is properly configured, the absorption due to propane can be 

clearly observed at close range and at distances of 180 m, as shown by Figures 5.2 

through 5.5 for both large (500 SCFH) and small (100 SCFH) propane leaks.  

Although it is difficult to see the propane plume in the images shown here for the 180 

m case, the recorded video clearly shows the leak.  An objective lens with a narrower 
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FOV would enhance long-range performance.  A zoom lens system would be able to 

confirm leaks of this magnitude at several hundreds of meters. 

 

 
Figure 5.2: Observation using general purpose filter (without plume – top and 
with 500 SCFH plume – bottom) for propane release at 30 m range. 
 

Image subtraction can be used to dramatically enhance the imaging of 

hydrocarbon plumes.  A background image can be created by taking an average over 

the first 100 frames of a collected movie and subsequently used to normalize the rest 

    93



of the movie frames.  This simple data processing technique was found to only show 

marginal success.  If the approach is coupled with a Hamming window that averages 

the frames in the movie before the subtraction process however, then the success is 

greatly increased.  Some examples of this image subtraction process are shown in 

Figures 5.6 and 5.7. 

 
 

 
Figure 5.3: Observation using general purpose filter (without plume – top and 
with 500 SCFH plume – bottom) for propane release at 60 m range. 
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Figure 5.4: Observation using general purpose filter (without plume – top and 
with 500 SCFH plume – bottom) for propane release at 100 m range. 
 

 
Figure 5.5: Observation using general purpose filter (without plume – left and 
with 500 SCFH plume – right) for propane release at 180 m range. 
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Figure 5.6:  Before (top) and after (bottom) data processing technique is applied 
to data taken from 60 m range. 
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Figure 5.7:  Before (top) and after (bottom) data processing technique is applied 
to data taken from 100 m range. 
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5.4 Advanced Processing Approaches 

The discrete Fourier transform is an excellent tool for separating signal from 

noise.  The Fourier transform is typically performed on a dataset to extract periodic 

signals or ensemble motions that are typically lost in noise, and it operates on a 

specific characteristic in the frequency spectrum.  The inverse Fourier transform is 

then used to bring the data back to the time domain, where it is then presented as an 

improved data set. 

When applying a similar approach to the detection of vapor plumes in the 

field-of-view of the MWIR imager, bandpass filtering in the frequency domain proves 

to be difficult, because there is not one target frequency of interest.  Instead, the target 

frequency is a range of frequencies that represents the movement of the target gas.  

To test this theory, we have selected two test cases of pixels from the IR camera 

movie data when a large propane release was present.  The first region, shown by the 

lower red square in Figure 5.8, encompasses an array of 10 x 10 pixels that are 

outside of the region affected by the absorption of the propane plume.  The second 

region, shown by the upper red square in Figure 5.8, represents a second array of 10 x 

10 pixels that lie within the region of the propane absorption.   

A discrete 500-point Fourier transform is then performed on each of the 100 

pixels in each of the arrays, and then averaged.  For the region in which the plume is 

present, the averaged Fourier transform is shown as the dark blue line in Figure 5.9, 

while the plume-absent region corresponds to the light purple line in the figure.  Both 

of the regions have a large DC component that is off scale; the plume region also has 

multiple small features present in the frequency spectrum from 0.5 to 3 Hz, 
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corresponding to the actual data as subsecond variations due to turbulence motions in 

the background wind. 

 
Figure 5.8: Plume (top square) and non-plume (bottom square) regions 
examined for Fourier analysis 

 

The frequency variation across the FOV in the actual resolution of the imager 

is examined by performing the Fourier analysis for all pixels, and plotting the sum of 

the intensities for the frequency response range between 0.5 and 3 Hz (Figure 5.10).  

The same approach was performed for a measurement of a small propane release (100 

SCFH) at 60 m, and a large propane release (500 SCFH) at 100 m.  The results of 

these analyses can be found in Appendix H.  In Figure 5.10, notice that the motions of 

the operator between his start and stop locations exceeds the frequency spectrum 

included in the analysis. The figure shows regions of increased change being 
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primarily in the region of the plume, and in the area where the operator moves 

towards the tank to activate the release valve.   

 
Figure 5.9: Frequency of events for plume and non-plume regions shown in 
Figure 5.8. 

 
Figure 5.10: Sum of Fourier response for frequencies ranging from 0.5 to 3 Hz 
on a per-pixel basis for a 60 m range, and a 500 SCFH propane release. 
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Additional bright regions are due to the trees in the background, which are 

probably lightly tossing in the wind.  To reduce the effects of the background 

variations, a second matrix is created using the Fourier analysis approach for a 10 

frame set from the beginning of the dataset before the leak was active.  This matrix 

was then subtracted from the total movie matrix to arrive at a difference matrix.  A 

floor and ceiling filter that saturates the top and bottom ten percent of the data is used 

to accentuate the gain regions.  The result of this process is shown in Figure 5.11.   

 
Figure 5.11: Plot of gain matrix.  The gain matrix is then multiplied to 
background subtracted frames of the movie to accentuate the plume region. 
 

The dark red regions correspond to regions of the largest change in the collected 

dataset, and they appropriately show the region of the plume and the region where the 

person is walking in the FOV of the camera.  We denote this matrix as the “gain 
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matrix.”  The result of reprocessing the movie using the previously discussed 

background image subtraction in addition to multiplying the “gain matrix” by each 

frame in the dataset is shown through a snap shot of frames in Figure 5.12.  The 

region of the plume experiences increased pixel intensities via multiplication of the 

gain in targeted regions of the FOV. 

 

 
 
Figure 5.12: Frames captured from the final post-processed movie of a staged 
500 SCFH propane release at 60 m.  The top left frame shows the response just 
after the staged leak was activated.  Subsequent frames (moving to the bottom 
right of the figure) show the increase in the extent of the plume as time 
progresses with the staged leak still active. 
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In the airborne measurement case, the system would be surveying pipelines or 

other remote areas from an airborne platform, and would have minimum human 

interference.  Under this type of operation, a “gain matrix” could be created on the fly 

for regions of the ground observed by the imager through knowledge of the ground 

speed and of data segmented along the flight path.  Small variations due to blur and 

movement of the terrain in the FOV would be straightforward to remove using the 

approach under the assumption that the aircraft is flying at a constant speed.  This 

movement would generate a peak in the Fourier spectrum that could be analyzed 

before summation and creation of the difference and gain matrices.  Sample 

calculations of pixel blur for the Merlin infrared camera are provided in Appendix I. 

 
5.5 Summary 

The hydrocarbon imaging capability of the system is demonstrated using a 

staged propane release.  A Fourier analysis approach is adopted for analysis of target 

regions of a propane release to enhance the post processing of the images.  Similar 

approaches can be implemented for the down-looking airborne measurement case if 

these considerations are incorporated into the design. 
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CHAPTER 6 
Theory, Simulation, and Proof-of-Concept Studies for 

Supercontinuum Absorption Spectroscopy (SAS) 
 
The combination of two-wavelength DAS with multi-wavelength differential 

absorption generates a detection and quantification scheme that extends the 

advantages of both techniques.  Through the study of error in classical DIAL and 

DAS measurement (Chapter 3 of this work), we found that absorption wavelength 

choice, beam overlap percentage, and near simultaneous online and offline 

measurements are important factors in reducing error in the measured species 

concentration.  When examining broadband multi-wavelength imaging approaches 

(Chapter 4 and 5 of this work), we found that many wavelengths can be used in a 

passive sensor to detect and qualitatively image hydrocarbon plumes.  A 

supercontinuum source DAS approach provides many wavelengths that can be used 

for individual DIAL comparisons or a broadband analysis that is similar to multi-

wavelength differential absorption and hyperspectral imaging.  Furthermore, 

supercontinuum DAS removes the effects introduced in two wavelength DAS 

measurements that are due to poor beam match with the absorption feature, and 

space-time overlap of the online and offline wavelengths.  These factors are usually 

the major source of error when using topographic target returns.   

This chapter develops the theoretical background for Supercontinuum 

Absorption Spectroscopy (SAS), which is drawn from a combination of concepts and 

techniques examined in this work (Chapters 3 through 5).       
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6.1 Supercontinuum Absorption Spectroscopy (SAS) Background 

Supercontinuum Absorption Spectroscopy (SAS) presents an alternative 

solution for spectroscopic mapping of atmospheric species that can provide 

advantages in terms of fabrication, operation, power requirements, and cost 

effectiveness.  Photonic crystal fibers and sub-nanosecond pulses are used to generate 

a supercontinuum spectrum as a laser transmitter.  The technique can be used at 

ranges of 10 m to 10 km with minimum system modification, while transmitting 

much less power than typical DIAL instruments.  Improved designs have simplified 

the optical alignment by arranging the transmitter and receiver in a monostatic 

manner.  

The developed system adopts a variant of the DOAS design presented by Platt 

[1994] where the transmitter and receiver of the SAS system are placed at the same 

location in a collinear configuration.  The implementation of this geometry allows our 

experiments to be conducted by transmitting a supercontinuum beam from a roof 

laboratory to adjacent buildings where retroreflector targets are positioned.  The 

retroreflector targets direct the beam back to the receiving telescope, where the 

optical signals are transferred to a spectrometer for analysis.  This approach allows 

the collection of a large percentage of the transmitted signal, and when combined 

with a sensitive spectrograph, the absorption spectra has sufficient signal to use sub-

second integration times. 

With these advantages, the SAS system is capable of answering the research 

needs for highly accurate spectroscopic measurements in areas where laser visibility 

and/or eye-safety issues could impose restrictions, as well as providing a new 
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capability for many applications in monitoring chemical species concentrations.  

Details of the design and sample datasets are discussed in this chapter.  Additionally, 

data analysis algorithms developed for multiple wavelength DIAL lidar systems are 

discussed.  An algorithmic approach has been selected, improved upon, and applied 

to analyze indoor and outdoor SAS spectra of water vapor and oxygen to demonstrate 

the validity of the measurement technique.  Papers describing our efforts have been 

recently published [Brown, et al., 2008a; Brown, et al., 2008b]. 

 

6.2 Supercontinuum Source 

A variety of nonlinear optical interactions within air silica microstructure 

fibers (photonic crystal fibers) allow the creation of supercontinuum coherent 

radiation, or “white light.”  The highly nonlinear properties of air-silica PCF fibers 

provide significant wavelength broadening as high-energy laser pulses are launched 

down the fiber.  The most significant contributor of the several nonlinear effects 

present is self-phase modulation from using femtosecond laser pulses to generate 

supercontinuum laser light.  Raman scattering, Brillouin scattering, and phase 

matching (four-wave mixing) are also contributors to the spectral broadening of the 

continuum, but these processes contribute to a far lesser extent when utilizing 

femtosecond pulses [Dudley, et al., 2002].  These effects, along with the soliton self-

frequency shift, become more critical for the generation of supercontinuum light in 

pulses that are broadened in time (i.e. picosecond or nanosecond pulses) [Dudley, et 

al., 2002]. 
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The SAS transmitter in our instrument uses a low power, relatively low cost 

supercontinuum source.  By coupling sub-nanosecond laser pulses from a passively 

Q-switched microchip laser (JDSU NP-10620-100, wavelength at 1064 nm, average 

power ~ 70 mW) into an 18 m length of photonic crystal fiber (Blaze Photonics SC-

5.0-1040), we are able to generate supercontinuum white light [Alfano, 1989; 

Wadsworth, et al., 2002].   

When using 40X microscope objectives to focus and re-collimate the light 

into the PCF, the typical supercontinuum output average power is 16 to 18 mW.  The 

pump laser has a repetition rate of 8 kHz with a peak energy per pulse of about 8.75 

μJ, which lends to four-wave mixing as the primary mechanism responsible for the 

creation of broadband laser light.  A typical spectrum of the supercontinuum source 

used for the absorption investigations described in this work begins near 500 nm and 

extends into the near infrared beyond 1600 nm as shown in Figure 6.1(a).   

To measure the full range of the supercontinuum source, the spectrum was 

collected by collimating the supercontinuum output and focusing the light down via a 

20X microscope objective into a multimode fiber.  This fiber was then connected to 

an Ando (now Yokogawa) optical spectrum analyzer (AQ6315E) input, and the 

wavelength region was scanned in approximately five seconds.  Figure 6.1(b) shows 

an image of the raw supercontinuum output from the photonic crystal fiber, and 

Figure 6.1(c) shows the rainbow formed from the collimated supercontinuum passing 

through a 1100 lines/mm grating.   
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6.3 Laboratory Path Measurement  

Our first experiments used the supercontinuum source to measure atmospheric 

water vapor content along a folded path in a laboratory environment [Begnoché, 

2005].  This result was then compared with the MODTRAN™ [Berk, et al., 2004] 

simulation result for the water vapor absorption band in the 1.3 to 1.5 µm region. 

 

 

Figure 6.1:  (a) Supercontinuum source spectrum; (b) The far field pattern of the 
supercontinuum spectrum generated from a photonic crystal fiber; and (c) 
Rainbow observed after collimated light passes through a prism.  
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6.3.1 Experimental Setup and Selection of Wavelength Region 

The indoor laboratory supercontinuum absorption measurement traversed a 

20 m path before being coupled into the Ando spectrometer for data collection.  The 

aerosol scattering was minimized because the beam traversed a relatively short path 

length through filtered laboratory air.  A simple experimental setup, shown in Figure 

6.2, was employed to allow the collimated beam to traverse the absorption path and 

then be coupled into the Ando optical spectrometer via a 20X microscope objective, 

and a 3 m multimode fiber optic connection.  Typically, subsecond scan times on the 

spectrometer were sufficient to capture the wavelength range of interest in low 

resolution for the indoor measurements of water vapor absorption spectra.  When 

operated in this mode, the Ando spectrometer has a data collection range of roughly 

200 nm; therefore, a spectral region of interest is specified prior to carrying out the 

experiment.  The wavelength range for the Ando spectrum analyzer is set by 

examining the horizontal transmission for a 20 m path using an atmospheric 

transmission model.  The MODTRANTM model is convenient for determining the 

approximate transmission profiles for typical cases of atmospheric conditions 

(temperature, pressure, constituent concentration, aerosol distributions, path length, 

etc.).  Based on our examination of the MODTRANTM model output, the Ando 

spectrometer was configured to examine the water vapor absorption band in the near 

infrared between 1300 and 1500 nm (~7700 and 6700 cm-1) because of the spectral 

features of the water vapor absorption overtone expected here.   
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Figure 6.2: Experimental setup used to measure water vapor spectrum with a 
supercontinuum source. 

 

6.3.2 Experimental Data Compared with MODTRANTM Result 

A MODTRANTM simulation of the transmission on a 20 m experimental path 

under typical atmospheric conditions at a 1 cm-1 resolution selected for the 

spectrometer measurements is shown in Figure 6.3 as the pink line.  The raw 

spectrum captured with the spectrometer during the experiment is shown in the same 

figure as the dark blue line.  A significant deviation between the measurement and the 

simulated result is observed toward the ends of the chosen region of interest.  Outside 

of the band of strong water vapor absorption, the experimental data were compared 

with the power spectrum of the supercontinuum source to examine the low-frequency 

attenuation experienced in these regions.  By examining the power spectrum, Figure 

6.3, we conclude that the poor correlation is not as a result of the spectrum of 

transmitted supercontinuum light, but instead due to an additional optical “instrument 

function,” which is most likely associated with the optics used to couple the output 

into the optical spectrometer, as well as with the detector performance.  To perform a 

general normalization of the measured spectrum for a comparison with the simulated 

MODTRANTM response, the wings of the absorption band are used to determine an 
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Optical 
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20 m Path 
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approximate instrument function shown by Figure 6.4.    The collected data are 

normalized for further analysis using the instrument function. 

 
Figure 6.3:  Water vapor transmittance 1300 -1500 nm raw experimental (blue) 
compared to MODTRANTM4 (pink). 
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Figure 6.4:  Normalization of experimental data utilizing polynomial fitting of 
non-absorbing wavelength ranges. 



112 

 

The results from normalized experimental data are compared with the model 

output of the MODTRAN™ 4 in Figure 6.5.  The experimental data were captured 

with a resolution of 0.2 nm set in the Ando spectrometer, with a sampling increment 

of 0.05 nm.  In the vicinity of 1.4 µm, these settings correspond to an equivalent 

MODTRANTM 4 resolution of 1 cm-1 with a sampling increment of 0.25 cm-1.   

 

 
Figure 6.5:  Normalized water vapor transmittance 1300-1500 nm measurements 
using the supercontinuum laser (red) are compared when the spectrometer slit is 
set for the 1 cm-1 resolution corresponding with MODTRAN™ 4 (blue). 
 
 
Figures 6.5 through 6.7 show MODTRAN™ 4 and 5 results compared with 

normalized experimental spectra.  Higher resolution experiment measurements are 

compared with the results from the beta test version of MODTRAN™ 5, which has a 
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resolution capability of 0.1 cm-1.  In this case, the resolution of the spectrometer is 

configured to be 0.08 nm, with a sampling increment of 0.02 nm.  In the vicinity of 

1.4 µm, these settings correspond to an equivalent MODTRANTM 5 resolution of 0.4 

cm-1 with a sampling increment of 0.1 cm-1.   

  
Figure 6.6:  Water vapor transmittance 1380-1420 nm experimental 
measurements (red) compared with MODTRANTM 5 simulation (blue), with 
resolution matched to the instrument 0.4 cm-1 parameter. 

 
 
The MODTRANTM results shown in the figures throughout this section are created 

using the point measurements of the laboratory air (relative humidity from a sling 

psychrometer, 37 +/- 1 %).  The difference in measurement geometry can account for 

some of the observed differences, since the experiment is a path averaged 

measurement and it is being compared to a simulation created from a point 

measurement of water vapor concentration.  The value of the water vapor 

concentration can also be obtained by data analysis of the experimental spectrum, and 



114 

is done so in subsequent sections of this work.  The effects due to pressure and 

temperature variations on the analysis procedure were not explored in this study; 

however, finer-resolution experiments would increase the influences of pressure and 

temperature effects on the magnitude and shape of the absorption features under 

investigation. 

 
Figure 6.7: Water vapor transmittance 1400-1420 nm experimental 
measurement (red) compared to MODTRANTM 5 simulation with parameters 
selected to match the sensor (blue).  The highest resolution available (0.1 cm-1) 
for MODTRANTM 5 simulations (green) is also shown for reference.  
 

6.4 Calculation of the Absorption Spectra 
 

Later in this work, absorption path measurements are used to determine the 

concentration of the species along the path, and to create MODTRANTM simulations 

for comparison of the spectral match in an experiment data.  The measured number 

density of an absorbing species depends heavily on accurate calculation of the 
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absorption spectra for the species under investigation.  A Matlab routine was 

designed to perform this calculation for any species with laboratory grade absorption 

spectra, or when the HITRAN [Rothman, et al., 2001] spectral cross sections are 

available.  In the case of the species of interest for this research, HITRAN cross 

sections are available.  The routine calculates absorption spectra from HITRAN cross 

sections at a resolution that is 10 times finer than the experimental slit width used.  

The absorption spectra are then calculated using the following approach for 

temperature and pressure broadening of absorption lines. 

The absorption spectra used for calculation of concentration path length 

begins by adjusting the spectral line intensity provided by the HITRAN database 

relative to the ambient air temperature.  The following Equation 6.1 provides the 

mechanism to perform this calculation [Herzberg, 1962; Gamache, et al., 1990], 
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ηηηη   [ ]11moleculeatmcm −−      [6.1] 

where,  

 T  is the ambient temperature in [ ]K , 

refT  is the HITRAN reference temperature, 290 [ ]K , 

2c  is the second radiation constant in units of [ ]Kcm , 

'ηην   is the HITRAN-provided line transition frequency in units of [ ]1cm− , 

n  is the HITRAN-provided coefficient of temperature dependence of the 

air-broadened halfwidth [unitless], and 
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( )refTS 'ηη  is the HITRAN-provided spectral line intensity at the reference 

temperature in units of [ ]11moleculeatmcm −− . 

 

HITRAN also provides the air-broadened and self-broadened line halfwidths, which 

are used in the calculation of the actual pressure and temperature broadened line 

halfwidth, 
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where, 

 p  is the ambient pressure in units of [ ]atm , 

sp  is the HITRAN reference pressure, 1 [ ]atm , 

( )refrefair Tp ,γ   is the HITRAN-provided air-broadened line halfwidth at the 

reference temperature and pressure in [ ]11 atmcm −− , and 

( )refrefself Tp ,γ   is the HITRAN-provided self-broadened line halfwidth at the 

reference temperature and pressure in [ ]11 atmcm −−  

[Herzberg, 1962; Gamache, et al., 1990]. 

 

The pressure-shifted line transition frequency is then calculated through the following 

Equation 6.3 [Herzberg, 1962; Gamache, et al., 1990], 

pδνν ηηηη +=∗
'' [ ]1cm−       [6.3] 

where, 
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δ  is the HITRAN-provided air-broadened pressure shift in units of 

[ ]11 atmcm −− . 

 

Equations 6.1 through 6.3 are then used to create Equation 6.4, which calculates the 

pressure-shifted and temperature-broadened absorption spectra at ambient 

temperature and pressure using a standard Lorentzian lineshape function [Herzberg, 

1962; Gamache, et al., 1990]. 
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The high resolution absorption data calculated using the above procedure are 

then convolved with the resolution of the spectrometer used for the experiment.  The 

first step of the analysis approach performs the absorption spectra calculations for a 

range of slit widths near the expected match.  The process then takes the inverse of 

these calculated absorption spectra, and tracks the correlation with the experimental 

data set.  The slit width that corresponds to the correlation maximum is then selected 

as the optimum solution for the experiment.  The selected slit width is then used to 

create the appropriate MODTRANTM simulation result.  Alternatively, if the 

experimental spectrum is examined in a coarser resolution than when it was originally 

collected, then both the experimental spectra and the absorption cross section are 

convolved with the appropriate slit width.  These spectra are then used for data 

analysis. 
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6.5 Data Analysis Algorithms 

Although MODTRANTM provides us with the toolset required to quickly 

simulate a set of reference spectra for various concentrations of water vapor and other 

species, a real-time instrument requires a rapid processing scheme to determine a total 

concentration path length (CPL).  A CPL algorithm needed for use with SAS 

experimental data should calculate the concentration of a species of interest using 

many features in the spectral region, rather than just the two wavelengths traditionally 

used in DIAL analysis.  The data processing algorithm implemented should also 

provide the framework for detection and measurement of several mixed vapors in a 

composite spectrum.   

Unlike typical frequency-agile lidar systems, where the composite response 

would consist of a number of carefully chosen laser lines used in a DIAL analysis, 

implementation of a supercontinuum source provides an opportunity to measure 

several species simultaneously.  Furthermore, the supercontinuum source absorption 

measurement is performed without any time delay for tuning various wavelengths and 

uses a mixture of many online and offline features in the analysis.  The spectral steps 

in the supercontinuum are much smaller than the absorption line width, thus 

removing the errors associated with matching the DIAL laser online peak with the 

absorption line of interest.  These distinct advantages allow the SAS approach to be 

used for atmospheric species detection, and provides the ability to perform 

simultaneous detection of multiple vapors with strong spectral overlap, i.e. Spectral 

Pattern Recognition DIAL (SPR-DIAL) [Philbrick, et al., 2006; Brown, et al., 2006].   
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The algorithm approach developed has the capability to estimate the 

atmospheric concentration of multiple spectrally overlapping features.  Although 

current experimental datasets that we have studied thus far do not possess absorption 

structures from multiple overlapping species, we have chosen to simulate such a case, 

and to test the performance of the algorithm prior to its application on experimental 

data.  Theoretical absorption spectra are calculated as discussed above, and provide 

the basis for the calculation of atmospheric species concentrations.  Atmospheric 

pressure and temperature affect these calculations, and hence are typically measured 

remotely using Raman lidar [Philbrick, 2005] and DIAL lidar techniques.  The 

present research, however, uses local meteorological data for these atmospheric 

parameter values.  The resolution of the absorption spectra and the experimental data 

are then matched before the algorithm is executed.  Following the calculation of the 

appropriate absorption spectrum, the concentration of each possible target is 

calculated using many wavelengths to invert the spectrum into its several individual 

components representing the several species at their respective concentrations.  For a 

detailed explanation of the core algorithm, we refer the reader to the work of Warren 

[1996] or Yin and Wang [2006], as the approach is built on the fundamentals 

developed in these works.  The final concentration for each target is derived from a 

weighted average of multiple algorithmic results from this core process.   

 

6.5.1 SAS Multi-wavelength Algorithm 

Warren’s work generalizes a two-wavelength single-target methodology and 

evolves it to include multiple wavelengths and multiple targets [Warren, 1996].  The 
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approach, however, is still tied to the paradigm of computing the ratio of wavelength 

pairs in the return signal.  Later work of Warren derives an alternative method for 

detection and measurement based on a likelihood ratio test methodology, which 

directly utilizes the return signal of each wavelength.  The lack of many DIAL pairs 

available sometimes forces this approach to arrive at CPLs that grow without bound 

as the algorithm is iterated.  As stated by Warren, the iterative algorithm for the 

calculation of target species CPL is performed for each wavelength pair in his work, 

and it thus produces an estimate for CPL that is very sensitive to noise details 

[Warren, 1996].  The sensitivity to noise details is particularly enhanced for vapors 

whose spectra are highly structured, and unfortunately this sensitivity is typical of 

many targets of interest.   Later changes made to the maximum likelihood estimator 

(MLE) algorithm by Yin and Wang [2006] forego the iterative procedures for each 

wavelength pair.  Starting with an initial CPL guess, they simultaneously solve the 

noise covariance matrix, Λ̂ , and determine the CPL of multiple vapors [Yin and 

Wang, 2006].  Following this procedure, the SAS algorithm approach uses a complete 

array of wavelength-specific target vapor absorption parameters, α , simulated signal, 

Ĥ , and average SAS integrated measurements, ( )jQ , to solve for the main bracketed 

component in Equation 6.5.    
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This modification is equivalent to looking at wavelength pairs concurrently, as a 

weighted sum of the entire set instead of as a set of individual estimations.   
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After sampling the input data (both absorption spectra and composite 

experimental measurement) at the appropriate wavelengths, the algorithm performs 

an iterative procedure on CPL.  After a number of iterations, the result approaches an 

estimated CPL for each species, l, if that species is present in the collected dataset.   

The final value for CPL in the SAS algorithm is calculated using many different 

wavelength selections to increase its robustness in analyzing real-world data 

collections.  Because we have many wavelengths containing information of the 

species, we improve the accuracy of the calculated CPL by using a linearly spaced 

wavelength sampling scheme and then follow the convergence of the concentration 

calculation to a stable value.  By picking a wavelength range of interest, and 

incrementing the number of laser wavelengths, M, from n-x to n, our CPL result is 

quite robust because it is an average of the results for these cases. 

  

6.5.2 SAS Algorithm Performance Examination 

A region in the near infrared that has spectrally overlapping absorption 

structure due to CO2, CH4, and H2O has been selected for examination to test the 

performance of the developed data analysis approach.  The program simulates a 

broadband SAS spectral return, and then analyzes the result as if it were an actual 

dataset of experimental spectra.  Figure 6.8 shows the calculation result after 

including temperature and pressure broadening of the HITRAN line intensity datasets 

for the spectral region of interest.  These absorption spectra are one of the main inputs 

to the MLE data processing step.  
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After the absorption spectra have been calculated, we simulate a SAS return 

using MODTRANTM 4 [Berk, et al., 2004] with a signal-to-noise ratio (SNR) 

equation before differential absorption analysis.  The simulated return corresponds to 

a one kilometer length path length with typical atmospheric concentrations of each of 

the atmospheric species. 

 
Figure 6.8: Cross section data of H2O (upper), CO2 (mid) and CH4 (lower). 
 

The signal-to-noise ratio equation allows us to introduce random fluctuations 

as a function of wavelength that approximates those fluctuations observed in our 

initial atmospheric path measurements.  The typical equation for DIAL SNR 

[Measures, 1984] is normalized and modified for multiple species in terms of the 

spectral return power, 
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Here, >=<−>< Δ
111 T

on
TT

off PPP , and >< 1T
offP  is denoted as the average optimal offline 

return for species #1 with variance 1T
offP

σ ,  >< 1T
onP  is denoted as the average optimal 

online return for species #1 with variance 1T
onP

σ ,  and 1TPΔ is denoted as the peak-to-

peak differential power received for species #1  specified by the appropriate DIAL 

wavelengths.  Because we are deriving a total signal-to-noise classifier for multiple 

targets using many wavelengths in a specified inversion band, we use the largest 

peak-to-peak differential power in the band for each target to specify 1TPΔ .  Although 

this value will change for different spectral ranges due to absorption strength and 

concentration of each species, it generally provides a way to track the performance of 

the MLE analysis algorithm as the SNR of the spectrum is reduced and the random 

fluctuations approach the peak-to-peak differences in the noiseless spectral return.  

We then add the normalized SNRs for each of the species present in quadrature to 

determine a total SNR.  Figure 6.9 shows the normalized simulated SAS returns with 

different SNR cases.   

 
Figure 6.9: Simulated return calculation in 23km visibility for a 1 km path 
length under different SNR cases.  Low SNR=4 and high SNR=10. 
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The top plot corresponds to a case where there is no noise, while the middle and 

lower plots correspond to high and low SNR cases respectively. 

 

The performance of the MLE algorithm can be evaluated using the level of 

improvement in the standard deviation of the CPL result as the number of 

wavelengths used for comparisons is increased.  The normalization of performance 

parameters is used to show this deviation from the ideal case in a manner that is easy 

to understand and compare for different levels of noise and signal while comparing 

the response of different species.  Figure 6.10 shows the normalized percent 

difference from the exact concentration, and the normalized percent variation in this 

concentration for the concluded CPL for each of the three target gases.   

 

 

Figure 6.10:  The normalized percent difference from the expected concentration 
(blue lines) and normalized percent variation (black lines) as a function of the 
number of DIAL lines used for comparison under a signal-to-noise ratio case of 
4 (dashed line) and 10(solid line). 
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The analysis has been performed for two different signal to noise ratio cases, one with 

a SNR=4 and one with a SNR=10 using Equation 6.6.  As the number of wavelengths 

used is increased, it can be observed that the accuracy of detection for H2O and CH4 

using few lines is low due to the low absorption signal of these species in this spectral 

region.  Furthermore, the inversion result of CO2 is not highly accurate due to the  

noise interference and spectral bias for widely spaced wavelengths.  As the number of 

wavelengths is increased however, the detection performance improves dramatically 

for each of the target species.  From these results, it is clear that species detection 

from SAS return data using the MLE inversion with enough lines demonstrates good 

performance, even with low signal-to-noise ratio. 

 

6.5.3 SAS Multi-wavelength Algorithm Applied to Experimental Data 

The data from the initial 20 m path experiments described in Sect. 6.3.2 are 

processed to determine water vapor CPL using the absorption spectrum and the MLE 

algorithm.  Figure 6.11 shows a schematic representation of the initial testing of the 

MLE algorithm.  The figure shows a case where 50 linearly spaced wavelengths (red 

vertical lines) are used to sample the calculated absorption spectra and the collected 

experimental dataset between 1380 and 1420 nm.  The result of the MLE algorithmic 

iteration is also shown in Figure 6.11. For this specific example, the procedure 

approximates the water vapor concentration to be approximately 10000 ppm for the 

20 m path averaged measurement.  A ground truth measurement at the time of the 

experiment arrived at a relative humidity 37 % for the air in the laboratory 
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environment.  This measurement was made at a temperature of 296 K, and leads to an 

equivalent concentration in ppm that can be calculated from [Lowe, 1977], 
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Figure 6.11: Shown on the left is the calculated water vapor absorption spectrum 
(top) and experimental data (bottom).  The red vertical lines utilize a linearly 
spaced wavelength sampling scheme to feed spectral absorption information into 
the MLE algorithm.  The algorithm iterates until it converges upon a best fit 
CPL (right), given the set of experimental data and absorption spectra of water 
vapor in a predetermined wavelength region. 
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  The result is a concentration of water vapor of 10300 ppm and agrees well 

with the initial result from the MLE algorithm.  This analysis is based on a single set 

of wavelengths.  When multiple wavelength sets are used however, the MLE analysis 

provides a far more stable and confident result.  The measured concentration is a path 

averaged value, and thus does not necessarily reflect the local variations along the 

path, or agree with a point measurement near the path.     

Subsequent analysis uses an array of cases employing linearly spaced selected 

wavelengths within the measurement region starting with a guess of 10000 ppm.  A 

case study using up to 500 wavelengths is shown in Figure 6.12.   

 

 

Figure 6.12: Calculation of water vapor concentration showing the convergence 
using 10 to 500 laser lines for comparison to 10900 +/- 75 ppm. 
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Beyond 200 linearly spaced wavelengths, the variation in the CPL result decreases 

and roughly varies between 2 and 5%.  This analysis yields a concentration of water 

vapor of 10900 +/- 75 ppm, which is 2 % different from the value of relative humidity 

determined from the point measurements within the laboratory.  This difference is 

larger than desired, but it is important to note that a one degree temperature change 

over the length of the path can result in a difference of this magnitude.  Additionally, 

we note that the measurement volume is very different. The optical absorption 

measurement over a 20 m path compared with a laboratory point measurement of 

relative humidity should result in some difference. 

 

6.6 Conclusions 

Supercontinuum Absorption Spectroscopy (SAS) is demonstrated in the 

laboratory environment to detect, spectrally map, and quantify the concentration of 

water vapor.  Hundreds of wavelengths combined with a multi-wavelength maximum 

likelihood analysis is used analyze the collected laboratory spectra after the 

supercontinuum beam traversed a 20 m path.  The experimental measurement was 

validated by a sling psychrometer and a digital humidity meter present in the 

laboratory at the time of experimental data collection. 



CHAPTER 7 
Atmospheric Path Measurements using 

Supercontinuum Absorption Spectroscopy (SAS) 
 

Following the laboratory proof-of-concept SAS measurements, a transceiver 

was built to perform atmospheric path measurements over the Penn State University 

Park campus.  Water vapor and oxygen concentrations were both measured over 

several hundred meter paths during the measurement campaign.  Two separate system 

topologies were tested using the approach.  The results from these measurements are 

compared to MODTRANTM simulations and local meteorological data. 

 
7.1 Initial Hardware Configuration 

An outdoor SAS measurement was demonstrated by transmitting 16 to 18 

mW of average power, which is sufficient to make highly accurate measurements of 

water vapor concentration along 300 m paths between building rooftops.  Figure 

7.1(a) shows the setup of the supercontinuum transceiver inside the door of the 

rooftop laboratory located on the EE East Building.  The system utilizes a 114 mm 

diameter Newtonian telescope with a focal length of 450 mm.  The fiber used to 

collect the reference and signal spectra was standard multimode telecom fiber with a 

0.22 numerical aperture.  The scanning rate and integration setting of the 

spectrometer was changed throughout outdoor experiment due to variations in the 

supercontinuum output power, and atmospheric conditions.  Typically, the time 

required to capture one scan of the spectral region of interest was on the order of 1 to 

5 seconds.  A subset of this collected dataset was then later used for analysis of water 

vapor concentration along the path.  Figures 7.1(b) and 7.1(c) are images taken during 

the operation of the instrument.  Figure 7.1(b) shows the scattered component of the 
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supercontinuum return from a retroreflector observed from 150 m away, and Figure 

7.1 (c) shows the PCF under optimum coupling and hence peak output power 

conditions.  The highly nonlinear PCF spreads the 1064 nm pump wavelength over a 

range of wavelengths in the visible and near infrared parts of the spectrum by the 

nonlinear optical processes discussed above. 

 

Figure 7.1: (a) Experimental setup for long path SAS measurements; (b) view 
through the laboratory door shows the reflection of UV-NIR supercontinuum 
source from a 6” retroreflector located ~150 m away; (c) the wavelength spread 
of the supercontinuum light can be observed in the PCF; when it is properly 
tuned for maximum output power, it is spread in wavelengths through the 
visible and near IR due to self-phase modulation. 
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7.2 Water Vapor Measurements 

The spectral mapping and concentration calculation for water vapor along a 

300 m path between buildings was obtained.  These measurements generally agreed 

with the local meteorological measurements of relative humidity conducted within 

about 0.5 km of the test site and the results are examined in the following figures.  

The water vapor absorption features in the vicinity of 1.4 μm are clearly observed in 

both the experimental data and a MODTRANTM simulation shown in Figure 7.2.   

 

Figure 7.2:  Spectral measurement in the 1420 to 1460 nm infrared region with 
strong water vapor absorption features. 

 

The spectral features shown in Figure 7.2 were selected for CPL calculations because 

absorption was too strong in the original wavelength range examined during the  short 

path indoor experiments.   The absorption was so strong in the original range that no 

signal was detectable at the centers of several absorption lines in the supercontinuum 
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beam between 1.380 and 1.420 μm.  To reduce the absorption for our concentration 

path length calculations, measurements were performed on absorption features 

selected from a range of lower absorption in the region from 1.434 to 1.439 μm.  The 

same spectral region was examined during two different experiments separated by a 

ten-hour period.  The MLE results are shown in Figure 7.3.  By taking the average 

concentration and standard deviation for MLE results using 100 to 120 wavelengths, 

we conclude that the first data set provides a concentration of water vapor of 9582 +/- 

20 ppm, and the second data set provides 10793 +/- 32 ppm.  Figure 7.4 compares 

this result with water vapor concentration recorded by the meteorological station 

nearby.   As shown by the figure, the two supercontinuum absorption measurements 

of water vapor concentration generally agree with the 20 minute averaged 

meteorological station measurements.  The percent difference for these cases is at a 

maximum of 4%. Throughout the measurement campaign, remote supercontinuum 

absorption measurements compared with nearby ground truth measurements 

generally agreed within 3 to 5%. 

A least-square-fitting approach was examined as an alternative to the MLE 

approach for a set of SAS experimental data.  The least-square-fitting algorithm used 

attempted to fit the data to various MODTRANTM simulations with different relative 

humidities.  As shown by Figure 7.5, the best fit was obtained for a relative humidity 

of 62.5%, which agreed well with the 64.5% relative humidity measured by a 

meteorological station deployed nearby (~500 meters).   
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(a) 

 
(b) 

 
Figure 7.3: Result of MLE algorithm for two 300 m path averaged 
measurements of water vapor. 
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Figure 7.4: Comparison of averaged MLE results to local MET data from the 
Davis weather station located on the Walker Building. 
 

 
Figure 7.5:  Least-square fitting of raw data to determine relative humidity 
concentration throughout path. 
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7.3 Oxygen Measurements 

Various factors influence the strength of the SAS return signal.  These include 

atmospheric turbulence, laser stability, and aerosol size, shape, and concentration, to 

name a few.  The second-generation SAS sensor data was improved by using the 

liquid nitrogen cooled spectrograph.  The high-sensitivity spectrograph provided a 

capability to collect the supercontinuum signals under a variety of environmental 

conditions that would usually limit long-path differential absorption measurements 

due to near complete extinction from scattering and absorption.  Additionally, by 

remotely locating the supercontinuum source in a temperature stabilized laboratory, 

many of the low frequency wavelength fluctuations in the transmitted beam were 

reduced.  By moving the supercontinuum source and the analysis equipment to the 

basement of the EE East building and using fiber coupling to the roof, it was possible 

to capture many datasets for each absorption measurement without much concern for 

sources of wavelength instability.  A diagram of the second generation SAS system 

configuration is shown in Figure 7.6.  The system makes use of various quick 

disconnects for alignment, in addition to tightly wound fiber coils before and after the 

50 m fiber transfer between the roof and basement laboratories, to “filter” the 

transmitted and received supercontinuum spectra.  An initial problem with the 

technique that was not earlier noted stemmed from the propagation of 

supercontinuum light down the optical fiber.  Early laboratory based supercontinuum 

measurements (Chapter 6) focused on broadband absorption features observed in low 

resolution using the Ando spectrometer.  When observing the same regions in high 

resolution, such as that required to observe the sharp oxygen features, relatively large 
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fluctuations were observed in the spectrum.  These fluctuations were created by 

nonlinear processes occurring as the short laser pulses traversed the optical fibers 

installed in the building between the roof and basement laboratories.  Large “spikes” 

in the collected spectra occurred due to the variation in the efficiency of different 

high-order modes propagating in the fibers.  The high order mode propagation in 

fibers, or any waveguide, is highly dependent on the wavelength of light and the 

small-scale nonlinear effects.  Although the efficiency as a function of wavelength 

can be calculated from specific fiber parameters, this effort would prove to be 

extremely time consuming given that the supercontinuum spectrum is continuous 

across the entire absorbing region of interest.  Even the fastest computers would 

require extensive computation time for the fiber lengths of interest (50 m).  Therefore, 

filters were employed to provide a simple and easy way to allow the higher order 

modes to “leak” from the core-cladding interface.  The transmission spectrum for the 

fiber is nearly constant when the higher order mode propagation is inhibited; this 

allows detection of species with fine structure when examining the collected spectrum 

in high resolution.   

Further difficulties with the measurement approach were found when 

attempting to match the SAS experimental data with the spectra generated using 

HITRAN cross sections, or high resolution MODTRANTM simulation results.  

Initially, all of the MODTRANTM simulations for the SAS study were found to be 

offset from experimental results by roughly 0.2 to 0.3 nm for example, see Figure 

7.7a.  During the atmospheric water vapor absorption studies, this deviation had gone 

unnoticed because the spectral match was examined at a far coarser resolution and the 
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initial tests with MODTRANTM 4 were limited to 1 cm-1 resolution.  At the 2007 

AFRL Transmission Meeting, it was suggested that this deviation could be due to the 

lack of the conversion of MODTRANTM output wavelengths from vacuum conditions 

to those expected in air.  When then applying the standard equation [Bonsch and 

Potulski, 1998; Elden, 1966] for conversion (Equation 7.1) to the MODTRANTM 

outputs, excellent agreement is realized between normalized SAS return spectra 

containing oxygen absorption (Fig. 7.7).  Note that the Equation 7.1 units for λ are in 

nanometers  
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Figure 7.6:  Supercontinuum absorption spectroscopy using a low power supercontinuum source and detector that are 
fiber optically coupled to rooftop mounted transceiver system. 
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(a) 

 
(b) 

 
Figure 7.7:  Uncorrected (a) and corrected (b) MODTRANTM simulation 
results compared with raw experimental data. 
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Additional experiments with oxygen absorption led to testing our MLE algorithm 

on normalized raw and spectrally smoothed SAS data.  The MLE algorithm result 

using normalized raw data converged to a mean CPL that was reasonably accurate, 

however, the error bars on measurement were relatively large.  The SAS normalized 

raw spectral return datasets and calculated HITRAN cross sections were then 

convolved with a coarser 6.42 cm-1 effective slit width to reduce some of the 

measurement uncertainties.  The algorithm initially developed to determine the best 

effective slit width for calculating spectra was used to confirm the functionality of the 

cross section calculation and smoothing procedures.  The result of this analysis is 

shown in Figure 7.8.  As shown, the best match, or highest correlation coefficient, 

occurs when the inverted HITRAN cross section is compared with the smoothed data 

for all datasets with a 6.42 cm-1 effective slit width. 

When the smoothed SAS spectral data are used in the analysis, the mean 

atmospheric oxygen concentration is 209180 ppm ± 47 ppm, compared with the 

standard atmospheric value of 20.95 %.  The small standard deviation in the 

experimental result required that hundreds of wavelengths are used in the data 

processing.   It is expected that the reason for the deviation from the standard 

atmospheric concentration of oxygen is due to an error in the path length, which was 

determined with a low-resolution laser range finder.  With only a one meter 

resolution, the range finder can introduce hundreds of ppm error into the result 

calculated for atmospheric oxygen concentration.  When the resolution, 

concentration, and range are properly entered in the MODTRANTM simulation, 
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striking agreement is observed between the simulated and normalized experimental 

datasets as shown by Figures 7.9 and 7.10. 

 
Figure 7.8: Calculation of correlation coefficient between smoothed SAS 
spectral return data and inverted HITRAN cross section as the effective slit 
width is varied for all datasets captured for a single atmospheric oxygen 
measurement.  The red regions of the plot correspond to the regions of 
highest correlation coefficient, while the blue regions exhibit very low 
correlation. 
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(a) 

 
(b) 

MODTRANTM 5 Comparison to Normalized SAL Spectral 
Return Data for 540 m Path Observing Oxygen
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Figure 7.9: MLE algorithm result for concentration of oxygen (a), and 
comparison between experimental and simulated SAS data (b). 
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MODTRANTM 5 Comparison to Normalized SAL Spectral 
Return Data for 540 m Path Observing Oxygen
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Figure 7.10:  Zoom of spectral comparison between experimental and 
simulated SAS spectral return data for oxygen measurement. 
 

7.4 Conclusions and Outlook 

 Rearranging the system measurement geometry and employing a long-path 

absorption technique has allowed development of a system that minimizes transmitted 

power, and is still capable of urban pollution monitoring and/or emergency response 

mapping of chemical species.  Although supercontinuum sources are not included 

specifically in the ANSI eye-safe rating for this broad spectral region, the low 

transmitted power required for supercontinuum absorption measurements is an 

advantage for many applications.  Additionally, we suggest that highly accurate trace 

species measurements can be achieved with a long-path geometry between ground 

and space. By employing longer integration times (tens to hundreds of seconds), we 
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expect to reduce the requirements for the retroreflector target, and provide an even 

more robust system. 

When employing the long-path absorption technique, the major limitation is 

the loss of range resolution.  Several groups have shown that tomographic techniques 

can be used to unwrap the range resolution information when multiple long-path 

absorption measurements are taken as paths throughout the scanned volume. This 

unwrapping can be accomplished using an algorithm to interpret multiple path 

measurements based upon the Smooth Basis Function Method (SBFM) described by 

the work of Dresher, et al. [1996],  Price [1999], and Hashomonay, et.al. [1999a].  

Published approaches use a large number of long-path absorption measurements from 

a series of paths to retroreflector targets or detectors surrounding the measurement 

scene of interest.  An alternative geometry that favors a real-world urban 

environment, where perimeter-based retroreflector arrays are not convenient, was 

evaluated by [Price 1998].  A similar technique using the SAS approach can be 

implemented by rapidly performing SAS measurements using a number of 

prepositioned retroreflector targets at different ranges.  Several different scan 

geometries have been considered, and the approaches are described in the literature 

for prior DOAS work (a good background is available [Price, 1999; Price, et al., 

2001; Hashmonay et al., 1999b; Wolfe and Byer, 1982]).  Although some 

configurations are more time consuming for setup and alignment, they provide more 

accurate tomographic mapping capability and hence are particularly useful when 

attempting to quantify plume extent, source location, and magnitude.  
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The future system will utilize a newly developed supercontinuum source 

capable of extending the operational wavelength range into the midwave infrared.  

Ground-level differential absorption measurements with a midwave supercontinuum 

source transmitter will greatly expand supercontinuum absorption spectroscopy.  

Improved discrimination of target species, reduced false positive identification, and 

measurements at lower concentrations are expected with operations of a system 

operating in the midwave infrared; the high potential for use of this technique in the 

MWIR is primarily due to the rich absorption spectra of many interesting species 

present there.  The measurements are expected to expand the capability of detection 

techniques available for hydrocarbon compounds, which are of interest to the 

Departments of Energy (DoE) and Transportation (DoT) because of concerns 

regarding natural gas and other pipeline leaks.  The Departments of Defense (DoD) 

and Homeland Security (DHS) are seeking solutions, which can be answered by this  

technique, for detection of toxic chemicals, explosives, and chem-bio agents.  

Additionally, because the human eye is blind to midwave radiation, and the Earth-Sun 

radiance is a minimum in this region, such a system is ideally suited for many 

environmental applications that monitor air quality in cities and in industrial 

complexes. 

 

145 



CHAPTER 8 
Summary, Conclusions, and Future Work 

 
8.1 Summary 

The errors and noise analyses for differential absorption lidar (DIAL), and 

differential absorption spectroscopy (DAS) have been reported in this work for 

geometries where the return is acquired from topographical scattering.  These 

analyses are particularly useful in developing new performance estimates for down-

looking airborne systems that must meet eye-safety standards.   

Other approaches that are completely passive in nature provide another set of 

advantages for the remote sensing community.  A system design using a new 

approach for passive remote imaging of hydrocarbons is described and tested using a 

prototype unit.  The techniques presented describe the filter selection, which is of 

importance for the optimum performance of a system using this passive imaging 

approach.  The work presents an analysis that optimizes the design approach for 

detection of four hydrocarbons.  A proof-of-concept study is then performed that 

successfully images propane vapors to demonstrate the capability. 

Lidar applications using supercontinuum laser sources have very broadband 

spectral characteristics while still retaining many of the benefits of lasers – easy to 

focus, collimate, direct, etc.  A supercontinuum source was used to make indoor and 

outdoor measurements of oxygen and water vapor at atmospheric background levels.  

Data processing approaches were developed that allow the rapid extraction of 

concentration through multi-wavelength “DIAL-like” analyses.  The DIAL and DAS 

lidar approaches are very robust, and the species concentration results they present 
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are accurately derived from nearly continuous wavelength sampling of absorption 

spectra to uniquely identify and measure the species present. 

 

8.2 Conclusions 

1. The error analysis and simulation capability developed for airborne down-

looking DIAL lidar systems can be used for conceptual designs and proof-of-

concept studies in next-generation systems.  The error analysis approach was 

tested with a sample of ANGEL DIAL lidar data, and showed substantial 

improvements in characterizing error assignments for the measurements.  

Additionally, the analysis and simulation can be used to develop various 

algorithms for real-time processing of DIAL lidar data acquired from an 

airborne platform.   

 

2. The system is developed and tested to image hydrocarbon plumes at the mid-

infrared wavelengths under typical atmospheric conditions, and it has been 

optimized using the MODTRANTM model for simulations of the transmission, 

absorption, and background radiance.  The 3 to 5 μm region of the infrared is 

emphasized in the design of this system because the hydrocarbon species all 

have well-defined absorption spectra present in the region.  Variations in the 

performance of the imager system, such as sensitivity, field of view, and 

minimal contrast, are modeled using the theory of radiative transfer to 

optimize the filter selection.  The approach devised for selecting a filter allows 

a researcher to quickly and effectively select an optimum filter wavelength 
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and bandwidth for detection and imaging of a designated hydrocarbon.  

Optimum filter selection was determined for imaging of methane, propane, 

and diesel and gasoline vapors.  If a number of different hydrocarbon species 

are expected to be present, a general purpose filter can be selected based upon 

the results presented.  Demonstration of a prototype system operation is 

presented for the standoff detection of propane at ranges of 30 to 180 m using 

the general purpose filter.  Data processing algorithms are proposed that 

examine the imaged scene as a function of time, and these demonstrated 

additional capability for identifying and selecting the regions of hydrocarbon 

vapor plumes. 

 

3. A supercontinuum laser source was used as the transmitter for a differential 

absorption spectroscopy instrument.  The technique was demonstrated on 

laboratory and atmospheric paths for measurements of ambient water vapor 

and oxygen concentration.  The system tested two topologies, one with the 

transmitter and detector at the location of the transceiver optics, and another 

with the transmitter and receiver at separate locations.  Broadband spectral 

measurements of the oxygen absorption region from 750 to 800 nm were used 

to obtain a path averaged calculation of oxygen concentration, which was 

found to be within 1% of the known atmospheric concentration.  

Measurements of water vapor in the NIR, from 1350 to 1470 nm, were 

compared with ground truth point source measurements, and the path 

averaged values are found to be within 3 to 4 %.  The algorithm developed for 
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the calculation of oxygen and water vapor concentration is capable of 

handling multi-species concentration path length analysis, and it was tested 

using simulations to have less than 1% error in the retrieved compared with 

actual values. 

 

8.3 Future work 

1. The simulation program developed has already been utilized for initial 

calculations and simulations, and it will guide the development of the next 

generation ANGEL system for ITT Space Systems Division.  The error 

approach developed in this work allows Penn State and ITT researchers to 

gauge the expected quality of airborne DIAL lidar datasets prior to collection, 

and provides the framework to create simulated ANGEL detection limits 

given anticipated experimental collection conditions.  Simulated conditions 

that closely resemble actual flight data have been used and have been shown 

to be critically important for developing real-time data processing algorithms.  

These algorithms were developed in conjunction with the error calculation 

approach presented for simulations; the algorithms are not available for public 

release at this time however.  Future work will expand the performance of 

these algorithms and continue to utilize the simulation to weigh the pros and 

cons of system modifications prior to implementation. 

 

2. The midwave infrared hydrocarbon imaging studies will be expanded to 

experimentally measure additional species using filters designed in this study.  
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Data processing algorithms will be refined and further examined to find the 

relationship between plume-present and plume-absent areas as a function of 

time.  As the data processing approach presented here suggests, applying a 

Fourier analysis on a per-pixel basis will allow the enhanced detection and 

rapid analysis of areas where hydrocarbon plumes are present.  These analysis 

techniques will be further explored, for the case of even longer-range 

measurements using a longer focal length midwave infrared objective lens 

with the Merlin camera. 

 

3. The Supercontinuum Absorption Spectroscopy future investigations will seek 

to confirm the performance of the approach with campaigns to study other 

atmospheric species in addition to improving the oxygen and water vapor that 

are currently monitored.  The approaches taken have demonstrated that the 

current hardware is sufficient for measurements up to 600 m for the 

wavelengths between the mid-visible and the near infrared regions.  

Experimental observations and simulations show that this path length can be 

doubled or tripled with existing hardware.  Although some results have 

exhibited an intermittent small offset from ground-truth measurements, future 

work will refine the CPL calculations and verify them with a campaign study, 

which will seek to determine any system biases.  A study should undertake 

absorption and scattering experiments to investigate aerosol properties.  The 

supercontinuum source can be imaged with CCD multi-static imagers to 

provide a fast and reliable way of determining aerosol size distribution and 
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concentration based upon knowledge developed in prior research [Novitsky, 

2005; Park, 2008].  Demonstration of the supercontinuum absorption 

approach for a spectral measurement in the MWIR is also a major future goal 

of this work.  A project to develop a MWIR supercontinuum source is 

underway.  This source will be used to demonstrate absorption measurements 

for the detection of methane, propane, gasoline, or diesel vapor as well as 

many other chemical species in the 3 to 5 μm wavelength region. 
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APPENDIX A 
Explanation of Terms within Error Analysis for DAS 

 
The CPL error for DAS presented in Chapter 3 of this work invokes various 

parameters that include variations or uncertainties encountered when operating a 

system in real-world conditions.  The explanation of error propagation due to each of 

the parameters outlined in Chapter 3 (page 34) and Equation 3.11 is described in the 

following. 

 
A.1 Uncertainty in Energy Measurements (Item #1) 

The uncertainty in the shot-to-shot normalized return energy, exclusive of 

atmospheric variations and ground reflectivity variations, still contains Poisson error 

and electronic noise error.  Therefore, the uncertainty in the normalized returned 

energy can be expressed as the quadrature sum of Poisson and electronic noise 

effects, 

 ( ) ( )22 electronic
j

Poisson
j

total
j EEE δδδ += .     [A.1] 

The method outlined by Measures [1984], the fluctuation in energy from Poisson 

statistics, can be calculated from the total received energy, number of laser shots used 

for the measurement, detector efficiency, and integration time.  Poisson statistics 

describe the error intrinsic in any photon measurements, while fluctuations due to 

system hardware electronic noise are dependent on the specific design and parts 

actually used in the system.  For example, noise in the sensor monitoring the laser 

transmitted energy, and the other electronic noise sources can be minimized by using 

low noise detectors and sensor electronics.  Errors due to Poisson statistics are only 
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improved by taking larger numbers of measurements of the same parameter, or by 

increasing the signal intensity by increasing the transmitted photon flux. 

The fluctuation in the total received energy due electronic noise is defined as a 

percent stability represented by the ensemble of typical tolerance values associated 

with the electrical subsystem and components.  The energy received in the signal is 

weighted by its component noise to arrive at the uncertainty due to electronic noise, 

.  This error primarily describes the fluctuation of the normalized return 

energy due to electronic noise in the system introduced by the transmitter and 

receiver.  It is independent of photon signal noise and hence should be added in 

quadrature to Poisson contributions to arrive at the total amplitude.  Knowledge of 

both sources of measurement error is used to describe the error in the normalized 

return energy, 
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where, 

elec
%ε  is the percent fluctuation of signals due to electronic 

measurement error, 

jm  is the number of laser shots used for the calculation for 

wavelength j at the range of the topographical scatterer, 

jn  is the quantum efficiency at wavelength j of the detector, and 
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dτ  is the detector integration time in seconds. 

 

Therefore, the first term in the equation for CPL error fraction (Eq. 3.11) can be fully 

expressed in terms of known or calculated values with the parameter λρ  defined by 

Measures [1984] as, 

( ) ( ) d
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c
R
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⎛ Δ
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2

,     [A.3] 

where, 

 RΔ    is the range to target in meters, 

λ   is the wavelength of interest in meters, 

( )λη   is the detector efficiency of the detector at the wavelength of 

interest, 

c    is the speed of light in meters per second, and 

h   is Planck’s constant. 

  

 The first term in the equation for target gas CPL error fraction (Eq. 3.11) can 

be rewritten using the combination of Poisson and electronics errors and sum 

expansion for both the online and offline wavelengths as, 
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A.2 Effects of Ground Reflectivity Variations (Item #2) 

The overlap percentage of measurement and reference beams is a critical 

parameter in determining the system sensitivity and errors.  Overlap percentage is 

defined by the overlapping area of the beams divided by the area of the larger beam 

size. Two examples of this parameter are shown in Figure A.1, where the overlap 

percentage would be the area of the shaded region divided by the area of the larger of 

the two circles.   The variables shown in the figure, r1, r2, and c correspond to the radii 

of the two beams at operational range, and the center to center distance, respectively.  

These parameters can be entered in the simulation program, and are specified in 

meters.  Clearly, the optimum 100% overlap condition can only be achieved with two 

beams identical in size and power distribution, and are also share a perfect center 

alignment.  Although the analysis includes only a single input parameter for spatial 

overlap, a more robust calculation would entail weighting this parameter to reflect the 

similarity in the far field power distributions.  These effects can be as important in 

error calculations, and they are encountered when optical misalignments are present 

in the far field distributions of the transmitted beams. 

 
Figure A.1: Parameters used for determination of overlap percentage; r1, r2, and 
c correspond to the radii (which are defined by the 1/e2 point of intensity) of the 
two beams at operational range, and the center to center distance, respectively.  
All units are in meters, and can be input into the simulation program where they 
are used to calculate overlap percentage. 
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In the case of a fully overlapped system, the ground reflectivity variations 

would have no affect on return signature because both beams would be imaging the 

exact same spot on the ground.  Therefore, the ground reflection term would drop out 

of the equation for CPL error fraction.  If the overlap is less than perfect, the errors 

introduced are added in quadrature with the overall system error to describe the error 

of the measured CPL. 

 

A.3 Uncertainty in the Atmospheric Optical Depth (Item #3) 

The uncertainty in the atmospheric differential extinction optical depth refers 

to the magnitude of absorption of an interfering species.  The typical DIAL analysis 

problem assumes that such additional absorption from interfering species is 

negligible.  The non-typical case that considers this absorption is included as an 

uncertainty in the differential-extinction optical depth by Measures [1984].  This 

uncertainty is introduced in the equation for CPL error as an uncertainty in the species 

of interest using the propagation-of-errors method as shown in Equations 3.10 and 

3.11.  The CPL error in the species of interest due to the variations in the differential-

extinction optical depth is calculated using one of the two correction methods: 

1. Preliminary estimation of the absorption contribution from background 

interferents with an error range for this estimate (e.g. 2  +/- 0.5 ppm 

methane background). 

2. Measurement of background absorption by the system when conditions 

are representative of the case with ‘no target plume present.’ 
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The magnitude of the assigned error in these calculations is highly dependent on the 

correction method used.  Unless the system is operating with poor overlap, it is 

typically better to use the system measurement of the background atmospheric 

absorption to find a value and its error for correcting the CPL for the species of 

interest.  The disadvantage to this approach is that the atmospheric background error 

calculations invoke contributions from undesired absorption of each of the laser 

wavelengths transmitted.  The errors introduced in the correction of the CPL reading 

depend on the method used and hence are explained as follows. 

When it is desired to compensate for atmospheric background through a 

preliminary estimate of the spectral interference, the approximate background 

concentration and error (both in ppm) must be specified.  In addition, the range error 

to topographical target must be specified, because its value affects the differential 

extinction optical depth; in some cases, the system is able to adjust dynamically using 

its own measurement of range to target.  If we assume that errors in the differential 

absorption cross sections of the interfering species are negligible, then we can write 

the uncertainty in the differential-extinction optical depth as,  

∫=
2

1

,. **
R

R

A
terferentindiffnterferentibckge RN σδδδξ ,      [A5] 

where, 

nterferentibckgN .δ  is the uncertainty in the background concentration of the 

interfering species [# / m3], 

Rδ   is the uncertainty in the range to target [m], 
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A
terferentindiff ,σ  is the differential absorption cross section of the interfering 

species [m2]. 

 

If we assume that the errors introduced in the differential-extinction optical depth 

associated with range to target and background interference errors are independent, 

then the effects are added in quadrature.  Therefore, the total differential-extinction 

error fraction can thus be calculated using the following relationship,   
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Note that this quadrature sum involves the uncertainty in each parameter divided by 

its average value because non-fluctuating variables cancel out.  The final term in the 

equation for the species-of-interest CPL error fraction (Equation 3.11) can now be 

written in terms of known or measured parameters, 
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Alternatively, the background concentration of the atmospheric interferent 

species could be calculated on-the-fly by the instrument, assuming it is known a priori 

that the species of interest is not in the measurement path during calibration.  

Instrument calibration using this technique is useful when the spectrally interfering 

species can vary between measurement campaigns, or where the confidence in the 

preliminary estimation of their concentrations is low.  When this method is used, the 

calculation of the uncertainty in the differential-extinction optical depth appropriately 

invokes the CPL error fraction algorithm.  This causes us to once again redefine the 

final term in the equation for CPL error fraction of the species of interest (Equation 

3.11) as, 
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          [A.8] 

In this case, the CPL error fraction of the background interferent,  , is 

calculated in the classical manner using Equation 3.11, as if the interferent is the 

species of interest.  As one may expect, this calculation is performed under the 

assumption that the contribution of the differential extinction, exclusive of interferent 

species, is negligible.  The result of this calculation is then introduced into Equation 

A.8 that is used with Equation 3.11 to calculate CPL error fraction of the actual 

species of interest.  Although this technique sounds cumbersome, it is the method that 

is typically applied where one or more lines are used, because the error will propagate 

from the first DIAL comparison, and it will compound as the layers of analysis are 

increased. 

terferentin
CPLε
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A.4 Match of the On-line Laser to the Selected Absorption Feature (Item #4) 

The absorption spectra of the species of interest, as well as any other known 

contributors to absorption in the selected spectral region are calculated for the system 

parameters, or they are measured by the transceiver system during data acquisition.  

Although the methodology utilizing the laboratory measured absorption coefficient is 

a precise one, real-world testing can exhibit slightly different absorption spectra due 

to temperature or pressure variations.  The most accurate CPL measurements will be 

acquired when the absorption coefficient is measured on a per sample basis using a 

known concentration in a calibration gas cell.  When this method is used, the error 

introduced into the final CPL is only due to the errors in measuring this parameter 

and can be accounted for using the same methodology outlined above (item #1).  

Ideally, the absorption spectra for the species at a specific on-line wavelength should 

not change for the duration of the measurement, however, the linewidth and stability 

of the laser can introduce fluctuations in the absorption coefficient. 

 

A.5 Additional Atmospheric Interference (Item #5) 

 Additional atmospheric interference from solar radiance, thermal radiance, 

and optical scattering along the path are additional sources of error, which are well 

known contributors to errors in lidar systems.  Thermal infrared radiance from the 

Earth’s surface is minimized for systems looking skyward.  Although this thermal 

radiance component from the Earth’s surface may contribute additional errors, the 

effect can be included in the contribution from variations in ground reflectivity and 

beam overlap.   
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APPENDIX B 
DIAL Performance Simulations 

 
The DIAL simulations developed by Penn State are designed to aid in the 

design of DIAL lidar systems at the earliest of stages.  Our DAS simulation has been 

tailored to examine the limitations of specific designs, and to evaluate sensors that are 

being tested and operated.  The DAS performance simulations are similar to the 

DIAL simulations in predicting performance and evaluating capability.  The DIAL 

simulation is primarily used to evaluate performance as a function of range, and 

transceiver size.  The transceiver parameter values are varied, along with the range to 

target, to determine the minimum detectable concentration limit for a set of possible 

system designs.  Without the added benefit of topographical scatter, the system 

limitations imposed by the SNR depend upon the background atmospheric scattering, 

which is usually dominated by aerosol scatter.  Therefore, given the approximate 

system sizes and detector detectivity (sensitivity) it is feasible to plot general 

performance curves for DIAL systems after choosing the desired wavelengths, which 

determine the absorption cross section at these wavelengths.  The DIAL simulations 

developed depend upon the MODTRANTM 5 transmission and radiance models to 

accurately model the performance and the interference properties of suggested 

systems.  As an example, we describe the simulation of a system designed to operate 

under standard atmospheric conditions and detect methane gas plumes using 

wavelengths in the MWIR.  We have assumed a standard solid state detector 

detectivity of 1010 cm Hz0.5 W-1, which is in the range of commercial-off-the-shelf 

(COTS) available MWIR detectors.  Using MODTRANTM 5 along with the standard 

DIAL equations and the wavelengths shown in Table 3.1, we have simulated the 
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minimal detectable concentration limit as a function of range to target, transmitter 

energy, and receiving telescope size.  This example includes the performance 

evaluation for daytime and nighttime operation shown by Figure B.1. 

The “performance parameter,” which consists of the product of the transmitter 

energy (J) and receiving telescope size (m2), is the y-axis variable, and this parameter 

can be related to system size and cost.  By choosing an approximate transmitter 

power and receiver size, one can move horizontally on the plot and quickly determine 

the minimum detectable limit as a function of range for the given system design, and 

chosen atmospheric conditions (standard summer atmosphere at mid-latitudes in this 

case with 23 km visibility).  One interesting point to note in this specific simulation is 

that although the sun-earth emission background is at a minimum in the midwave 

infrared (where this simulation was evaluated), slight interference for daytime 

measurements does degrade performance.  Subtleties similar to these are often missed 

in system design processes and hence it is our goal to simulate such features using 

DIALSIM and DASSIM to reduce the influence of such problems. 
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a) 

 

 

b) 

Figure B.1: DIAL performance simulation output for comparing dark (a) and 
light (b) (χ=60o) limiting case of methane detection in the MWIR. 
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APPENDIX C 
DAS Performance Simulations Supplement 

 
The return energy for both the on-line and off-line wavelengths is calculated 

along with percent error as a function of target plume size.  As the plot in Figure C.1a 

suggests, the increase in the species (methane) CPL causes the return energy to 

decrease rather drastically for the online wavelength.  The fluctuation in these return 

energies governs the percent error of measurements obtained by the system.  

Assuming that we have a case of 100% beam overlap and perfect electronics thus 

creating a transmitted and return energy measurement error of zero, our only error in 

the sample comes from the Poisson error that is intrinsic to any type of photon 

collection process.  Figure C.1b shows this error as a percentage of plume magnitude.  

At very large concentrations, the system (particularly the online wavelength channel) 

is starved for return energy and hence causes the Poisson error to quickly become 

significant. 

For the same system considered above, we introduce a 5% error due to 

variations in the transmitted and received energy measurements combined in 

quadrature, and in addition we reduce the beam overlap percentage to 80%.  The plots 

of return energy and percentage error as a function of target plume size for this case 

are shown in Figure C.2. 
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b) 

Figure C.1: Simulation results for methane detection for the system summarized 
in Table 3.1, with no transceiver measurement error and 100% overlapping 
beams.  (a) Online and offline energy return as a function of plume 
concentration and (b) Percentage error as a function of plume concentration. 
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Figure C.2: Simulation result for methane detection with atmospheric methane 
background compensation where transceiver measurement error and overlap 
error are introduced.  (a) Online and offline energy return as a function of 
plume concentration and (b) Percentage error as a function of plume 
concentration. 
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APPENDIX D 
Absorption Calculations from Ideal Blackbody Radiators      

 
The observation of hydrocarbon plumes by imaging the absorption in a 

passive manner depends on the concentration of the hydrocarbon species, and 

ultimately the amount of radiance being absorbed.  The calculations presented in this 

section describe the importance of a significant source of radiance in the field of view 

of an imager by showing the absorption as a function of wavelength and blackbody 

radiator temperature.  Figure D.1 shows the absorption due to a 1000 ppm·m diesel 

plume for different ideal blackbody radiator temperatures as a function of 

wavelength.  Figures D.2 and D.3 show similar plots for a 1000 ppm·m plume of 

gasoline and methane vapor, respectively.  Note on all the figures that the absorption 

magnitude is much greater for all wavelengths as the temperature of the ideal 

blackbody radiation source is increased.  Large absorption magnitudes generate larger 

differences in photon counts per pixel when comparing plume-present and plume-

absent cases, and therefore absorption is easier to observe under these conditions.   

 
Figure D.1:  Absorption from a 1000 ppm·m diesel plume at various ideal 
blackbody radiator temperatures. 

 183 



 
 

 
Figure D.2:  Absorption from a 1000 ppm·m gasoline plume at various ideal 
blackbody radiator temperatures. 
 
 

 
Figure D.3:  Absorption from a 1000 ppm·m methane plume at various ideal 
blackbody radiator temperatures. 
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APPENDIX E 
Filter Selection for Propane, Gasoline and Diesel Vapors 

Detection for additional species that are not included in the MODTRANTM 

spectral model is investigated by treating the MODTRANTM result without a plume as 

an infrared source of blackbody radiation.  Then, the absorption due to a 1000 ppm·m 

size plume of propane, diesel, or gasoline vapors, is calculated and convolved with 

the MODTRANTM result.  Although this does not allow us to include absorption and 

re-radiation of infrared energy through the atmosphere, as the MODTRANTM model 

does for the case of a 1000 ppm·m ground level methane plume, it provides a useful 

alternative method.  Figure E.1 shows the modification of a MODTRANTM 

simulation output and the expected detection in the passband of the 3.2 to 3.4 μm fior 

a 1000 ppm·m plume of propane.  Like the previous method, the response is 

simulated as a function of filter center wavelength and bandwidth for propane, 

gasoline, and diesel vapors.  The results of this analysis are shown in Figures E.2 

through E.10. 

 
(a)                     (b) 

Figure E.1:  Expected modification (b) to MODTRANTM spectral model result 
(a) when imaging a 1000 ppm·m plume of propane.  Note: Does not include 
radiative transfer. 
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Figures E.8 through E.10 show the results for each of the target hydrocarbon species.  

The gray star on each of these plots represents the location of the general purpose 

filter, while the red star  represents the filter choice that enhances performance for the 

given target, and a summary of these results is listed in Table 3.2. 

(a) 

 
(b) 

 
Figure E.2: Result of integrated radiant energy for propane simulation without a 
plume (a) and with (b) 1000 ppm·m plume. 
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(a) 

 
(b) 

 
Figure E.3: (a) Percentage of absorption, and (b) difference in integrated radiant 
energy for propane. 
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(a) 

 
(b)

 
Figure E.4: Result of integrated radiant energy for gasoline vapor simulation 
without a plume (a) and with (b) 1000 ppm·m plume. 
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(a)

 
(b)

 
Figure E.5: (a) Percentage of absorption, and (b) difference in integrated radiant 
energy for gasoline vapor. 
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(a) 

 
(b)

 
Figure E.6: Result of integrated radiant energy for diesel vapor simulation 
without a plume (a) and with (b) 1000 ppm·m plume. 
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(a)

 
(b)

  
Figure E.7: (a) Percentage of absorption, and (b) difference in integrated radiant 
energy for diesel vapor. 
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Figure E.8: Summation of the results for the propane target case. 
 
 

 
Figure E.9: Summation of the results for the gasoline target case. 
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Figure E.10: Summation of the results for the diesel target case. 
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APPENDIX F 
Radiant Flux Calculations through the General Purpose Filter 

 
The radiant flux through the general purpose filter can be calculated by 

multiplying the band-pass region of the filter by the radiance source spectrum.  The 

simulations contained below in Figure F.1 show total collected flux by the imager 

when it is operated at a 150 m altitude in a down-looking configuration.  Each of the 

figures show the total collected flux in Wm-2 using the colorscale shown to the right, 

while the axes correspond to different cases of radiance.   

As an example, a case of methane detection is examined.  Using the software, 

similar figures can be created for other hydrocarbon species absorbing in the region.  

The x-axis varies the contribution from the Earth (background thermal radiance 

corresponding to the surface temperature).  The y-axis varies the contribution from 

the Sun (reflected solar radiance as a function of solar zenith angle).  The three rows 

correspond to different cases of surface albedo.  The first column corresponds to the 

case when there is no plume present at the ground, while the second column 

corresponds to a case of a methane plume present at the ground.  The third column 

plots the difference between the first two columns to determine the total difference in 

radiant flux captured at the imager.   
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Figure F.1: Upwelling radiance observed through the general purpose filter under normal atmospheric conditions (left) and 
for the case of a 750 ppm·m plume of methane at ground level ( middle).  Difference between the plume present and plume 
absent cases (right). 
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APPENDIX G 
Detailed Operation of the MWIR Imager 

 
The following details the proper setup procedure for the imaging detection of 

hydrocarbon gas leaks: 

1. Insert general purpose filter.  

2. Turn camera on. 

3. Change camera to NUC 11. 

4. Change display to grayscale. 

5. Allow camera to stabilize ~30 minutes. 

6. Change/check that integration time is greater than or equal to 2000 

microseconds. 

7. Perform 2 point NUC correction 

a. Typically a cold source could be as simple as the lens cap. 

b. A hot source could be the surface of the palm of your hand 

(held in the field of view until completion (15-30 seconds). 

8. Focus camera at proper range. 

9. Activate AutoGain Control (AGC) and wait 5 seconds while the 

contrast and brightness are adjusted. 

10. Deactivate AGC by pressing up or down on the contrast one time. 

 

If the AGC is left active, then the camera will choose (and continue to choose) the 

optimized settings of contrast and brightness to most efficiently image the surface in 

the field of view.  Under good solar radiation conditions (high noon), the AGC will 

produce a useful result allowing the operator to view the absorption effect due to the 
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target gas.  If this is the case, then simply deactivating the AGC by pressing either of 

the contrast buttons one time while observing the target will fix the contrast and 

brightness such that the radiation background will not force the system into an 

automatic adjustment mode, which makes it impossible to describe anything about the 

magnitude of the leak.  With the AGC deactivated, the ‘shadowing’ effect of the 

target will remain in the field of view when these settings are fixed.  Under poor 

contrast conditions (cold surface temperature and low solar contribution, i.e. cold day 

and overcast or nighttime conditions) the autogain control operation struggles with 

selecting the proper settings to most effectively image the scene.  If this is the case, 

then the slight tandem adjustment of the camera brightness and contrast settings via 

the commands from a laptop computer, or keypad, can further help to enhance the 

imaging scene.  Through the brief experiments conducted by us, the best approach to 

accomplish this task is to: 

11. Increase the contrast 5 settings. 

12. Decrease the brightness 5 settings. 

13. Repeat steps 11 and 12 as necessary. 

 

When adjusting the contrast and brightness, however, it is important to note 

that there are 40 levels of brightness and 40 levels of contrast in between the values 

posted to the output screen.  Although the settings have been adjusted via 5 single-

button presses on the keypad, the brightness and contrast values on the screen may 

not change.  At this point, hydrocarbon leaks of significant size should be detectable. 
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The automatic and manual adjustments can make it possible to detect a 

hydrocarbon plume and determine its location, size, and movement.  However, 

making these adjustments negates any opportunity to provide information on the 

magnitude of the leak.  Preliminary testing of the camera indicates that it may be 

possible to estimate the magnitude of the plume through proper calibration using 

reference sources and controlling the Merlin camera through a computer which 

records and controls the brightness and contrast setting.   
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APPENDIX H 
Additional Infrared Imaging Cases of Propane Detection 

 
Figure H.1: Sum of Fourier response for frequencies ranging from 0.5 to 3 Hz on 
a per-pixel basis for a 60 m range using a staged 100 SCFH release.  The red 
corresponds to the region in the figure where the most temporal variation occurs 
during the movie.  The blue regions exhibit regions that are unchanging 
throughout the length of the movie. 
 

 
Figure H.2: Sum of Fourier response for frequencies ranging from 0.5 to 3 Hz on 
a per-pixel basis for a 100 m range using a staged 500 SCFH release.  The red 
corresponds to the region in the figure where the most temporal variation occurs 
during the movie.  The blue regions exhibit regions that are unchanging 
throughout the length of the movie. 
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Figure H.3: Frames captured from the final post processed movie of a staged 100 
SCFH propane release at 60 m. 
 

 
Figure H.4: Frames captured from the final post processed movie of a staged 500 
SCFH propane release at 100 m. 
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APPENDIX I 
Infrared Camera Mounting Analysis and Solutions 

 
Spatial location of the hydrocarbon absorption plumes from flight altitude via 

the MWIR camera system requires overlapping frames and selecting the refresh rate 

of the imaging system.  A refresh rate that is too slow will cause blurring in the 

imagers, and poor performance in detecting plumes. 

The specifications for the Merlin MWIR camera describes the field-of-view of 

the camera as 31° by 41°, and it images onto a 256 by 320 pixel focal plane array.  At 

altitudes of 300 m and 150 m, this field of view translates into a 166 by 225 m (83 m 

by 112 m for 150 m altitude) rectangle delineated upon the land surface as shown by 

Figure I.1.  The surface area resolution corresponds to the resolution on the focal 

plane array and renders a pixel resolution at the ground of 0.648 m by 0.7 m, also 

depicted by Figure I.2.  This resolution is clearly adequate to determine approximate 

location of absorption due to hydrocarbon plumes. 

With an assumption that the Cessna Grand Caravan is flying at an average 

speed of 180 mi hr-1 (80 m s-1), the magnitude of camera blurring can be computed.  

The worst case integration time (digital refresh rate) of 16.67 ms at a speed of 80 

meters-per-second results in a blur interval of 1.33 m.  When comparing this to the 

resolution of roughly 0.7 m by 0.65 m (0.35 m by 0.32 m) at range, a blur between 

two adjacent pixels will exist when viewed from 300 m, and the blur will cover four 

pixels when observed from 150 m. 

 201 



 
Figure I.1:  Resolution of MWIR camera operating at a flight altitude of 300 m 
and 150 m. 

 

The pixel smear area will have quite a significant influence on the image 

quality when the camera is nadir-pointed from the aircraft.  Also, when the camera is 

mounted on the aircraft, pitch or roll motion can slightly magnify the effect.  Based 

upon a review of images, we estimate that real-time images should be viewed with a 

blur less than a half-pixel width to maintain reasonable image quality. 

Further analysis of the pixel blur in the image at the flight altitudes of interest 

(150 m and 300 m) is necessary to determine a cost-effective, proportional solution.  

A useful improvement in performance is gained by pivoting the camera to a 

backward-look direction shown in Figure I.2 (configuration B).  The average 80 m s-1 

flight speed for a Cessna Grand Caravan is faster than the current average data 

collection flight speeds on the ANGEL system, typically about 55 to 60 m s-1.  The 
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slower flight speed corresponds to less pixel blur, and with the same camera refresh 

rate, a distance covered per refresh interval of 0.97 m.   

 

 

Figure I.2:  Potential flight configurations of the MWIR camera on-board the 
aircraft.  B will reduce pixel blur at the cost of resolution at top of the field-of-
view (FOV). 

 

For the case with a pivoted camera view angle, the resolution is calculated at 

the top, centerline, and bottom of the field of view.  These in track resolution 

calculations are presented in Figure I.3 where they are plotted versus the camera 

centerline with respect to nadir.  For example, if we review the example for a 300 m 

flight altitude, the dotted dark blue line corresponds to deterioration of the resolution 

at the top of the field of view denoted in Figure I.3 as the camera images a location on 

the ground farther from the aircraft.  The light blue dotted line represents the center of 

the field of view exhibiting similar degradation in the resolution as the camera is 

rotated in a backward direction.   
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Figure I.3:  In-track resolution as a function of camera centerline with respect to 
nadir for two different flight altitudes, 300 m and 150 m. 
 

When examining the bottom bound of the field of view (red dotted line), we notice a 

better resolution with optimum at 15.5° before worsening, and showing similar 

behavior at the other reference locations.  This improvement in resolution occurs as 

the bottom end of the field of view passes through the nadir point and the distance 

between the aircraft and the point of interest is at a minimum.  A similar effect can be 

noted for the 150 m altitude, described by the solid lines in Figure I.3.  The distance 

traveled between refresh rates calculated previously as 0.97 m is also noted on the 

graph as a point of reference for the ratio of pixel blur.  Configurations (in altitude 

and pivot angle) that reside below the black horizontal dotted line will result in a 

pixel blur being less than one adjacent pixel along the in-track direction, due to the 

resolvable pixel area of the camera being greater. Those above the line can be 

classified as configurations yielding greater than a single pixel blur.  For example, at 
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an altitude of 300 m pivot angles greater than 51° (arrow, Figure I.3) will result in a 

single pixel blur or less over the entire image.  The same configuration flown at an 

altitude of 150 m will cause more than one pixel blur in roughly the bottom half of 

the image, but the pixel area has increased notably.  Figure I.4 describes the pixel blur 

as a function of camera pivot angle.  Here, we have accounted for 1 pixel blur being 

equivalent to the amount of distance the aircraft travels per refresh, and this plot can 

be used to examine the relationship between multiple pixel blur and pivot angle. 

 
Figure I.4:  Pixel blur as a function of camera centerline with respect to nadir 
for two different flight altitudes, 300 m and 150 m. 

 

From the above analysis, it can be concluded that flight at typical 130 mph 

will result in blurring of image by about 3 pixels from altitude of 150 m (1.5 pixels 

from 300 m).  The effect can be reduced by pointing at an angle (probably backward) 

relative to flight path.  At a 45° angle, the blur can be reduced to 1.6 pixels at 150 m 

altitude (0.8 pixels at 300 m), with reduced image spatial resolution. 
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